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2.1 Introduction: Larger than Life and Twice as Nat-
ural

Artificial ,ntell geace has long veited on natural and social metaphors in a variety of ways,
ranging from a source of nsplratlon for design to attempts at modelling natural information
processing.! Why?

The reasons have fallen roughly into two categories: a.ttempts at intelligence and at-
tempts at mtexhgmnhty Altempts at intelligence have had as their [6ag term croa.l the
creation of a human or blologtca] mmulacrum—-howaver that is defined—-something that
will pass the Turmg Test. \f[eta.phors have long been a way of bridging the enormous gap
between the current capabilities of machires and the state of the art in computer science,
and the complexity and sophistication of natural information processing systems. Attcmpts

at mtelhgmtftty nave had as their I.Qng_tgun roal clegloducuon of soplethlnf' tha.t will be

t in the metaphonc use of natural mzomlatlon pmcessmg, some unportant consid-
eraticns become implicit. This especially includes understanding the relationship between
the original source of metaphors and the final artifact. Some of the methodoiogical debates
in artificial inteiligence reflect a deep uncertainty about the status of natural metaphors.
Would a completely formai system ailow them at all? If one 15 commitied to a formal
system, ‘vhe"e'n dees. the fdelity to nature lie? Or do natural and art:fimal svste'ns share
formal properties to be discovered? ('Ha.ll and Kibler 1983] review these issues.) Many
of these concerns are being orought to light by research in distributed artificial incelli-

gence, This is first because the original Turing croal could | not be rnet bv dlinrmuned wori\

and’ second!y becaLse the soc:al naLthe _psychelogieal or the bmlogvca appears to ma.ny .

d as part of ,t_iy; system.

From the Turing Test to the Durkheim Test

The original Turmg Test [Turing 1930} involved a computer being abie to mimic a woman

well enough 5o that a human observer cou: id not distmgg.ush between a human —nale and

a erna.e computer. The test was premcated on a closed universe model usmcr “discrete

stare clglta.Lchpuj;ers.

There are numerous descriptions of attempts to use such models; see e.g., {Ericsson and Simon 1979]
for a review of sources of evidence on cognition.
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“The prediction which we are considering [of all future states] is, however,

rather nearer to practicability that that considered by Laplace, The system of

the umverse as a whole is such that quate small errors in the u-ut:a.! conditions
—— e,

can have an overwhelmmg effect at a later time ... Even when we consider the

actual physical machifes instead of tha idealized machines, reasonably accurate

knowledge of the state at one moment yields reasonably accurate knowledge any

number of steps later . Pro‘nded 1[‘. could be carrlgd out sufﬁuentlv qu:ckly

The imitation ﬂa._me couid then be played thh :.he rna.gh.xge in qugstxon a.nd the

m::mckmg d:g1tai computer and the mterrog_"or would be unable to dxscmgmsh

uhem OF course the digitai computer must have an a.dequa.te storage capacity

as well as working sufficiently fast. Moreover, it must be programmed afresh

for each new machine which it is desired to mimic .. - This special property of

s descrlbed by :.a.ymg tha.t thej are unwersal machmes

e,

digital computers .

: Later in the article Turing reiterates that these _computers can } meet any pew situation, a

S N -

long as nhey have enough storage capagcity.

'['urmo' s model is more than a quaint, outdated vision of what computers can do. By

 going bacl-. %0 the ongma.i gource some fundamental va.iues'(arxd valug conflicts) 1A the feld

of artificial intelligence are revealed, and therein some of the reasons for the ambivalence and

- confusion about metaphors. Turing’s test/v?f)r d is closed\ lready pointed out above. But
4

it also has the following propert:es that are bemg hohly contested by distributed artificial

<intelligence at this time:

¢ testing is done_nby mdxv:dua.‘}s not communities. There is 0o doubt in the tester 5

o e e A " -

mind about what const1tutes a vahd result (xn this case, stereotyped remane: beha.vror)

e -

e S

¢ computers, b because tbey are programmabie, arg qmversal Once a

situation can

be forma.lly a.na.lyzed, 1t becomes amenable to understandmcr through this universal

[a—

{anguage,

Critiques of these propositions have been coming from distributed a.rtiﬁcia.l intelligeuce

61‘ some time. For example, Hewitt's

orld systems are open They include propertles of the rea.l world, mcludmg dxstnbuted

-
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[Hewstt 1088] These systems are apen in several senses: there is no slobal temporal or
spatial closure, and there is an absence 5t a céntraTauthority. Thus. rigid o p_r;igr_;‘_;‘)rotocois

that will homogenize data and decision-malking HoiliBeg the question of openness and Himit

the prablem-selving capacity of the system in the real world. FIP_\—T)THL} and evolution are
the central cencerns, T -

No amount of increased storage capacity can bypass the problems posed by open svs-
tems. The structure of the oviginal Turing Test, velving solelron a fixed repertoive Gf
Tnles i order to mimic a vangs of hehaviors, cannot accommodate this type of distributed
s"ff-s_i.cm. The reasons are the same as for owitt's original critiguer it could not analyze
conflicting viewpotnts within the system, and the fundamentalby open nature of real world
systems inevitably gives rise to such conflicts.

The conceptual struggle in distributed artificial mntelligence has been with the tensions

impiied by the idea of & universal formal language and the meorsistency which arises from

the dﬁlé‘ifibllﬁ_Cd- open aature of the sy cem itsell Por example, [Duviee and Lesser 1987

propose the idea of partial globai plans that dynamicallv model and incarporate the hndings

from distributed nodes of a svstem, mamtaming the openness of the system but achieving

coherence across nodes. [Cammarata ef af, 1983] state that

“A main chailenges to distributed probiem solving is that the solutions which

get g
adistributed agent produces must not onty be {oeaily aczentable, achieving the
assigned tasks, bur also they must be interfaced correctly with the actions of
other agents solving dependent tasks. The solutions must not only be reasonable

=~ with respect to the lOc.‘x_E__tasi_{. they must he globaily _e:_of'ze_r_f_:ni and this global

In response to this challenge, the metaphors in this line of work have zone (rom sin-

gle humans or human psychology® to arganizations, interactions. negotiation, blackboards,
n

etworks and comumunities. For example, [Fox 18311 discusses the “technology transfar”

possible between human ormanizations and artificial intelligence systems; [Gasser 1987

calls for cooperation hevween distributed artiiicial inteiligence and other flelds of scudy
concerned with coordinated action and distributed probic::n solving.mf pi‘bgose that this
change in metaphoric base be recognized by replacing the vision of the Turing Test with a
test adequate to meet the challenges of distributed open svsterns: the Duricheim Test.

Ernile Durkheim (T858-1917) was o T

each sociologist who attempted to demonstrate

the irreducible nature of what he called “social facts.” For . Caniple, you coned not ander-

stand dilerential suicide rares L 10cations by sunply saving that cach case was

o .
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widuaidist, dlazk Baxed miodels of sigie Letors,
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:mpgral or pathological; something was happening at the “system lgyel” t did n duce to.the .

1 protacols terms of lower levels. Social facts, he said, are thus sui generis (or iwreducible), He proposed

s and limit the following law: *The determining case of a social [act should be sought among the social

facts preceding it and not among the states of the individual consciousness,” loflowed by

the codicil: “The function of a social fact ought always to be sought in its relation to some

olution are

! open sys social end” [Durkheim 1933).

pertoire of The test of intelligence of a distributed open system is necessarily an ecological one.
distributed ‘This means *‘harﬁti‘;;;;';;ﬁa it the social/system levermcorporat:;lg all parts of the
1ot analyze system Teang one nodc ;\uﬂ not give reliable results tebtmg the whole _open system is
[ real world "“E- =00 eSO 9 I LT AL MRS

never poss:ble (bee e.g., {Lesser and Corkill LDbl] [u the words of [Davis and Smith 1983),

: “Whea cor conl’.rol is decentralized, no one node lias a global view of all activities in the system

= each node Has a localview that lnciudg§1-1;101macxon a.bout—c;rﬁfa. subset of the.tasks.”
‘ Thus, the Fery Toncept O?EJEC—;\ chanzetof chO‘fiezxferrsuch systems. Following -

Durkheim, We.can say . Lha{r'rf would [}e comrmunal, nrcdumble dlsmbuned and” dynamlc

[t is aiso important to note that i

he tensions
arises from
r 1987]
the findings

1t achieving

cannot be aj applied SO]L]Y alter a deszgn is completc fn
order to understand the acceptance and use of a machine in and by a community, that

. commumty must be a.ct:vely present as it evolves.

which So the Durl\he:m test would be a rea.[ mdes:"n acceptance, use and modification
ng the of a system by a community. [ts intelligence would be the direct measure of usefulness
ons of applied to the work of the community; its ability to change and adapt, and to eacom-
snable pass multiple points of view while increasing communication across viewpoinis or parts
global of an organization. Such a test also changes the position of metaplors with tespect to

design and use considerations. In an open, evolving system, the boundaries between de-

from sia sign and use, between technology and user, between laboratory and workplace, necessarily
ae fro -

biur. Neither is the organization of work something that can be added after the design

process [Kiing and Scacchi 1932]. [Chang 1037} develops a model of this he calls partic-

slackboards,
gy transfer”
Sasser 1987)

ﬁ of study
> that this

ipant systems. Thus, social metaphors may remain sources of inspiration, or guidelines
for human-computer interface. But if we are stringently to apply the principles of open
systems to design, and account for differing viewpoints and evaluation criteria at every step

of the way, social systems become deeply 1mphcz\1.ted af, alL tlﬂ‘!ﬁb

. Test with a.

- Test The futility of the Tux;ng Test comes not from lack of sr.orarre capacity or processing

1 Lest.

d trate - power, but from a fundamental misunderstanding of the nature of computers and soclety as
emonstr

d not under closed, centralized, and asocial. As that misunderstanding gets replaced by an open system,
not u -

h was ecoiogical, and political model of organizations, workplaces, and situations (which include
ach case _

W both machines and human organization), the Turing Test will be replaced by different
. f indi- . . . . . . :
way from ‘ forms of evaluation. (For a discussion of this from both sociological and computer science

41




perspectives, see [Bendifallah ot of. 1988].)

2.3 Due Process, the Frame Problem, and Scientific
Communities

As noted above, the distributed and open nature of real systems gives rise to the existence
of different viewpoints within the system. A viewpoint in this sense can occur at any
level of organizational scale, from hardware to human organization. It can arise from,
for example, asynchronous updates to a knowledge base, resulting in different ways of
processing information at different nodes based on differences in a knowledge base. At
higher levels, it can result from differences in the structure of tasks performed, different
commitments, or different long or short term goals.

The simultaneous existence of multiple viewpoints and the need for Vsql_utionsr which

are coherent across divergent viewpoints 1§ 3 driving onsideration in distributed artificial

incelligence. [Hewitt 1086 and (Gerson 1957] have discussed aspects of this as the problem
of due process: a legal phrase that refers to collecting evidence and following fair trial
procedures. The due process prodlem in either a computer or hurnan organization is this:
in combining or collecting evidence from different viewpoints (or heterogeneous nedes), how
do you decide that sufficient, reliable and fair amounts of evidence have been coilected?
Who, or what, does :heﬂgqcnncilingka.ccording Yo what set of rujes?

[Davis 1980] notes that cooperation is necessary in order to resolve this class of problems,
but that many researchers who came to distributed processing via attempts to synthesize
networked machines see cooperation as a form of compromise “hetween potentially conflict-
Ing views and desires at the level of sy'stem_df;?ign and COF@_&E‘%H‘QQ-” The two motivations
he suggests for cooperation are insolubility by a single node and campatibility (joining of
forces).

The interdependence suggested by these motivations would seem to work against plu-
ralism of viewpoints, How can two entities (or objects or nodes) with two different and
irreconcilable epistemologies cooperate? [f understanding is necessary for cooperation, as
is widely stated in the distributed artificial intelligence literature, what is the nature of an
understanding that can cooperate across viewpoints?

There is a fundamental similarity between these concerns about cooperation, te. the
due process problem, and the frame problem in artificial mntelligence. The frame problem,
as [Hayes 1987} notes, “arises when the reasoner is thinking about a changing, dynamje
world, one with actions and events in it .. .it only becomes an annoyance wlen one tries

to describe a warld of the sort that people, animals and robots inhabit.,” It is a problem,
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he states, not in computation, but in representation; it occurs in the presence of spatial or
temporal change.

Spatial or temporal change is significant in this regard because of the epistemological
incompatibilities that such change may bring about. As an actor moves through time
and space, new information or new axiomatic requirements evolve (or devolve, depending
on viewpoint), thus shifting the assumptive frame. Which axioms to retain or change,
depending on which things can be taken for granted (or not) is at the heart of the frame
problem [Pylyshyn 19875

From the viewpoint of open systems, the problems of due process and the frame prob-
lem are figure-ground to one another. In the problem of due process, viewpoints evolve
and change with new information and new situational constraints. The concept of due pro-
“cess means evaluating and synthesizing potentially incompatible viewpoints in the decision-
making process: adducing evidence. The problem is one of drawing on different evidential:y
bases. [t is the differences in situation and viewpoint that make {or spistemelogical incom-
patibility. In open systems, the lack of a sovereign arbiter means that questions of due

process must be solved by negotiation, rules and procedures, case precedents, stc. {see

* {Hewitt 1988]).

The frame problem arose in the context of dealing with moving actors, absorbing in-
formation in a fashion that threatens the stability of their axiomatic structure. A robot,
moving through novel open space, must find a robust way to deal with that novelty with-
out having o add so many new axioms that it becomes bogged down in a “combinatorial
implosion.” But the problem is not really one of moving through neutral territory: in fact,
it is an interactional problem. Envirenment really means a series of interactions with other
objects: actors, evenis, and new kinds of ordered actions. In other words, the moving
robot is forced to evaluate a series of interactions by picking and choosing from the hetero-

gengous, evolving, potentially incompatible viewpoints of other actors outside its original

~{ciosedy world.
Lrosed

The reconciliation between multipie viewpoints in the frame problem has thus been
_mischaracterized as a single actor problem. In fact, viewed temporally, and taking the
actual content of the changing environments into account, the {rame problem can be seen
as a reconciilation between old and new experience in the same actor through a series
of actions in o[_a_é;: distributed space.® The content of this experience is interactional
because environments are a set of new actors and events. Solving the frame problem means

adjudicating decisions about which evidence is important for which circumstances, and

ISociotogists discuss this as the problem of continuity of identity. (See {Strauss 1969].) The problem of
inertia is structucaily similar to the track-record heuristic described by [llewitt 1956] in his discussion of

open sysiems.
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which can be taken for granted. The continuity of the tobot’s actions reljes an a set of
metarules that are structurally identical to the due process problem; What data does it
take from which viewpoint? What is kept and what is discarded (thus the many discussions
of retevance and inertia in the frame problem literature)? How can a decision be reached
that incorporates bath novelty and sufficient closure for action?

Human actors routinely solve both the [rame problem and the dye process problem.
They do so in a variety of ways, as noted both in the social science literature and in the
frame problem literature, and in variably democratic ways. In the remainder of this paper
[ present one class of strategies employed by two scientific communities [ have studied in
some detail.

The studies began as an exploration of the scientific communrity metaphor in a long col-
laboration with Carl Hewitt, Wa analyzed issues that arose in the context of artificial intelii-
gence research by looking at how human communities resoived them. These inciuded issues
such as due process [Gerson 1987], the resolution of conflict in a distributed community
(Star 1989a], triangulation of evidence from domains with incompatible goals [Star 1985],
resolution of local uncertainty inte global certainty [Star 19851, local constraints on repre-
senting complex information [Star 1983], and the management of anomalous information
[Star and Gerson 1987].

Alter some years, with the development of the open systems model and the avolutien
of our own sccial science work, the “metaphor gap” seems to be closing. The status of the
social/community metaphor in the face of real-world systems embedded in oTganizations
has shifted as the boundaries of “computer,” “system,” and “actors” are perceived as heing
larger and wider than Turing’s closed world model. Because advances in both artificial
ntelligence and social science call for the development of new ecological units of analysis,
methods, and coneepts, both the content and role of metaphors have shifted.

The concept of boundary objects as presented below thus is simultaneously metaphor,
model, and high-level requirement for a distributed artificial intelligence system. The mora
seriously ‘one takes the scological unit of analysis in such studies, the more central human
problem-solving orzanization becomes to design—not simply at the traditional level of
human-computer interface, but at the evel of uniiersténding the iimits and possibilities of

a form of artificial intelligence [Star 1959b].

*Another factor may contribute to closing the gap. The metaphor, as a source of inspiration, madeis,
ot design specifications, warks hoth ways: artificial intelligence is also a metaphor for sociological research
(see [Star 1G89a] for a discussion of this process)!
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'2.4 The Scientific Community and Open Systems

[Kornfeld and C. Hewitt 1951] proposed that the scientific community be taken as a good

~source of metaphors for open systems work. Because real world information systems are
-

& distributed and decentralized, they evolve continuously, embody different viewpoints, and

. bave arms-length relationships between actors requiring negotiation. The internal consis-
tency of an open system cannot be assured, due to its very character as open and evolving.
.-The information in an open system is thus heterogeneous, that is, different locales have

. different knowledge sources, viewpoints, and means of accomplishing tasks based on local

'coatm gencles and constraints.

. Scientific workplaces are open systems in Hewitt’s sense of the term. New information is
_cont:nua.[ly being added asynchronously to the situation. There is no central “broadcasting”

station giving out information simultaneously to scientists. Rather, information is carried

piecemeal from site to site (when it is carried at all}, with lags of days, months, or even

- Scientific work is distributed in this way. Thus, there is no. guarantee that the same
; mforrna.t:on reaches participants at any time, nor that people are working in the same way
toward common goals. People’s definitions of their situations are fluid and differ sharply
by location; the boundaries of a locality or workplace are simultaneously permeable and
fluid [Latour 1988]. Scientific theory- building is deeply heterogeneous: different viewpoints
are constantly being adduced and reconciled.

© Yet within what may sound like near chaos, scientists manage to produce robust find-
:ngs They are able to create smooth- working procedures and descriptions of nature that

g
v

- bold up well enough in various situations. Their ability to do so was what originally fasci-

nated Hewitt and Kornfeld. In the absence of a central authority or standardized protocol,

how is robustness of findings (and decision-making) achieved? The answer from the sci-

entific community is complex and twofold: they create objects that are both plastic and

coherent through a collective course of action,
‘_ Aay scientific workplace can thus be described in two ways: by the set of actions that
meets those local contingencies that constantly buffet investigators, or the set of actions

_*tha.c preserves continuity of information in spite of local contingencies {due process and
Sthe frame problem sirnultaneously). Understanding this requires a different appreciation
-of scientific theories than that traditionally put forward by philosophers. Scientific truth

“es it is actually created is not a point-by-point closed logical creation. Rather, in the
ords of ecologist Richard Levins, “our truth is the intersection of independent lies” (in

(Wimsatt 1980]). Each actor, site, or node of a scientific crommunity has a viewpoint, a




partial truth consisting of beliefs, local practices, local constraints, and resources—none of
which are fully verifiable across all sites. The aggregation of those viewpoints is the fource

joining
of the robustness of science,

paper 1.
to the ¢

Objects

In the face of the heterogencity produced by local constraints and divergent viewpoints, how 7
do communities of scientists reconeile evidence from different sources? The problem is an In stud-
old one in social science: indeed, one could say it reflects the core problem of sociology. One L The an:
major concern of early sociologists, such as Rabert Park and Georg Simmel, was to describe rated r-
interaction betweesn participants from groups {or worlds) with very different “definitjons g . of a con
of the situation.” This concern gave rise to a series of case studies of ethnicities, work - This gr
groups, and subcultures pow grouped loosely under the rubric *Chicago school sociology.” tors, at-
Everett, Hughes, a leader of this group, argued flor an ecological approach to understanding - colleagy
the participation of heterogencous groups within a workplace, neighborhoad, or region. By ley [Sta.
this he meant that the different perspectives, or viewpoints, of the participants need to he " amateur
understood in a sus generts fashion, not simply as a compilation of individyal instances, < conserva
and as situated action. 5 Wha
Some findings from our studies of scientists of poteniial interest to distributed artifeial . intellige
intelligence are that scientists different

Space pr-

L. cooperate without ha.ving Zood models of sach other’s worlk:

are sumr.

2. successfully work together while employing different units of analysis, methods of o First.
aggregating data, and different abstractions of data; ; climical r
theoretic

3. cooperate while having different zoals, time horizons, and audiences to satisfy. (an insta
They db so by creating objects that serve much the same function as a blackhaard in 3 : © alizatione
distributed artificial intelligence system. I call these boundary objects, and they are xe - events su
met, of solving heterogeneous problgms. Bounda:;mre objects that are both . theory to
plastic enough to adapt to local needs anmhthé several parties emploviag . rected to:

them, vet robust enough to ma.;_agua;nka_comméﬁ_identit):a.crosst_sites. Thex are “Geakly— .~ . about the

structu;qd‘i‘ggc_qmmonfusc,,and_become strongly structured injndividuabsitc‘nse.‘

—~ Like the blacl{_b_pgrd,_a_boundaryﬂ_obj.ect, "‘si!;_sw*ip_gl_l_g mi,d“?iﬂi%

, ; ) , e T B .
divergent viewpoints, Crucially, however, thera gre differen & -side effec

depending on the characteristics of the feleropeneous informaiion veing joined to cregte i make thel:
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.
. B
iong.o "_;"« . them. The combination of different time horizons produces one kind of boundary object:
3
sourc;_c AEEL joining concrete and abstract representations of the same data roduces another. Thus, this
s ok g P p

% paper presents not just one blackboard, but a system of blackboards structured according
to the dynamic, open-systems reqmrements of a community (including both machines and
humans).

lary

26 Types of Boundary Objects

s, how 3%
115 an |

¥ [nstudying scientists, [ identified heterogeneous subgroups within the scientific workplace,
r. One 4§

- The a.nalysxs of boundary objects preseuted here draws on two case studies that i incorpo-

scribe . -f: rated < sadically different viewpoints jn in the conduct of workm conducted a study
litions T of a community of neurophysiologists at the end of the nineteenth ceatury in England.

. work

" .
Ln!ing %

n. By _fi

" This group included both clinical and basic researchers, as well as hospital administra-
tors, attendaats, experimental animals, journalists and patients [Star 1989a]. Second, my
colleagues and I conducted a study of a zoological museum from 1900-1940 at Berke-
- ley [Star and Griesmer 1989], [{Gerson 1987]. This group included professional biologists,

to be .‘:_‘.; amateur collectors, university administrators, animals, and local trappers, farmers, and
ances, i conservationists,

i % . What is interesting about these studies from the peoint of view of distributed artificial
:ificial intelligence is that the structure and attributes of the information brought in from the
‘ different participants were distributed and heterogeneous, yet were successfully reconciled.
. Space prohibits a detailed discussion of all the differences in viewpoint, but two salient ones

HE age summarized below.
sds of 3 - First, in comparing clizical and basic research evidence, the {ollowing differences obtain:

clinical research operates with a much shorter time horizon (cure the patient, not find the
- theoretical generalization) thas ic research; the case is the unit of analysis for clinicians
_: an instance-based {orm of cwplana.t:on) whereas for basic researchers it is analytic gener-

ahza.tlons about classes of events. [n elinical research, attention is directed toward conerete

lin a

'jor : “events such as symptoms, treatments and patient trajectories. Diagnosis draws on medical
both heory to validate concrete observations of this nature. In basic research, attention is di-
oying = rected toward analytic generalizations such as refinements to others’ theories, statements

; : :fmm the experimental situation and is directed outwards toward a body of knowledge. Fi-
with 3

Z ‘nal!y, for the clinician, interruptions to work come in the form of complications, which are
E&? e )suie effects to be dealt with locally and discarded from the evidentiary body (they never

reate 3 m .make their way into publication of the cases). [nterruptions to work for the basic researcher
it 2
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come in the form of anomalies which must be accounted for in the body of evidence, aither
by centrolling them or introducing them into the findings.

Second, in the world of the natural history museum, one primary source of comparison is
between amateur and prolessional biclogists. There are some similar differences as between
clinictans and basic researchers, For the amateur collector of specimens, the specimen itself
15 the unit of analysis—a dead bird or 2 bene found in a specific location. Collecting,
like clinteal work, 1s the art of dealing on an instance-by-instance basis with examples
and local contingencies. For the proiessional biclogist, on the other hand, the specimens
collected by amateurs form a part of an abstract generalization about ecology, evolution,
or the distribution of species. The particular bug or beetle is not as important as what
it reprasents. Furthermore, the worli organization is highly distributed, ranging from the
musenm in Berkeleyv to various collecting expeditions throughout the state of California.

Inanalyzing these types of heterogeneiiy, [ lound lour types of houndary ebjects created
by the pariicipants. The fllowing is not an exhaustive list by any means. These are only
analytic distinctions. in the sense that we are really dezling here with systems of boundary
objects that are themselves heterogencous,

2.6.1 Repositories

These are ordered piles of objects that are indexed in a standardized fashion. Repositories
are built to deal with problems of heterogeneity caused by differences in nnit of anajvsis.

An exampie ol a repository is a library or museum. They have the advantage of modularity.

e — i i

Repository %
Damain 1 . L : _7
X
— e
X - 1
'r :l'_'_ .
i T Domain 2
T. T - il
1 >
-
Canditions : Units of analysis heterogeneaus
Results: Repositories such as libraries ar museums
Domain 3

Advantages: Modularity

Figure 210 Boundary object: repositories
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. 2.6.2 Ideal Type or Platonic Object

o e

This 1s an object such as a map or atlas which in fact does not a.ccura.t.ely describe the

; datauls\"c?1“55)73;171T locahty Tt is abstracted frémrall doma.ms, and may be fairly vague.
Howsver, it is adaptable ‘to a local site precisely because it is fairly vague; it serves as
¢ means of communicating and cooperating symbolically—a sufficient road map for all

pa:ties Examples of pla.tonic objects are thc ea.:iy atlases of Lhe bra.in, which in fact

a means of communicating across both worlds. Platonic objects arise with differences in
degree of abstraction such as those that obtain in the clinical/basic distinction. They result

Ideal Type or

Domain 1 Pletanic Object

Conditions: Differences in abstraction
Resuits: Deletion of local contingencies
and global rules

Damain 3

Advantages: Adaptability

Figure 2.2: Boundary object: platonic object

= 2.6.3 Terrain with Coincident Boundaries

They arise in the('presencé' of different means of aggregating data and when work 15 dis-
tributed over a lakﬁﬂe geographxc area. The result of such an object is that work in
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and the conservationists resembied traditional roadmaps familiar to us all, and emphasized
campsites, trails, and places te collect. The maps created by the professional biologists,
however, shared the same outline of the state {tvith the same geopolitical boundaries), but
were filled in with a highly abstract, ecologically-based series of shaded areas representing

“life zones,” an ecological concept,

~
Dermnain 1
Dornain 2 Y
N
\_ \ Domain 3

Conditiens : Different
aggregations of data
Results: Common W,

boundariss, different contents  Advantiges: Resolution of diffsrent goals

Figure 2.3 Boundary object: terrain with coincident boundaries

2.6.4 Forms and Labels

These are boundary objects devised as methods of common communication across dispersed
work groups. Both in neurophysiology and in biology, work took place at highly distributed
sites, conducted by a number of different people. When amateur collectors obtained an
animal, they were provided with a standardized form to 8ll out, Similarly, in the hospital,
night attendants were given forms on which to record data about patients' symptoms of
epileptic fits in a standardized fashion; this information was later transmitted to a larger
data base compiled by the clinical researchers attempting to create theories of brain and
acrvous system {unction. The results of this type of boundary object are standardized
indexes and what Latour would call “immutable mobiles” {objects that can be transported
over long distance and convey unchanging information}. The advantages of such objects
are that local uncertainties {{or instance, in the collecting of animals or in the observation
of epileptic seizures) are deleted. Labels and forms may or may not come g be part of

repositories,
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vart of .

Formas snd Labels

Domain 3

Doamain §

\

Conditions: Dispersed workers
Results: “immutable mobiles™,

standard indexes
Advantages: local uncertainties deleted

Domain 2

Figure 2.4: Boundary object: forms/labels

2.7 Summary and Conclusions

"What are the implications for distributed artificial intelligence of understanding the creation
of boundary objects by scientists? First, boundary objects provide a powerful abstraction
of the sort called for by {Chandrasekaran 1981] to organize blackboards. They are, to use
They bypass the sort of problems of

7 his terminology, neither committee nor hierarchy.
‘ combinatorial implosion feared by Kornfeld and also bypass hierarchical delegation and

representation. Unlike Turing’s universal computer, the creation of boundary objects both

4 respects local contingencies and allows for cross-site translation. Instead of a search for

“a logical Esperanto, already proved impossibie in a distributed open systems context, we

~ should search for an analysis of such objects. Problem-solving in the contexts described

& above produces workable solutions that are not, in Simon's terms, well-structured. Rather,
they are ill-structured: they are inconsistent, ambiguous, and often ilogical. Yet, they are
[unctmna.l and serve to solve many tough problems in distributed artificial intelligence.

The problems of instantiating descriptions in distributed systems {Pattison et al, 1987]
.requ:re a device similar to the creation of boundary objects for accounting for shifting
‘constraints and organizational structures. {Durfee et al. 1987] suggest a system that relies

on cooperation and plan-ba.sed nodes that arrive at Jocaily complete solutions for distributed

al
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