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Introduction from the Editorial Group 

This issue of the Newsletter spans topics 
from the history and philosophy of science to 
classroom achievement and computer use. Age 
old questions about normative science, representa
tion and a cultural (ideal) vs. cultural (material
ist) split are pertinent for promoting reflection on 
the articles. 

The first two artic1es present different views 
on the historical context of the development of 
socio-cultural•historical approaches to cognition. 
The first article, by Lucy, compares the ideas of 
Whorf and Vygotsky in the context of the dicho
tomy between cultural and material approaches to 
social phenomena. Long time Newsletter readers 
will find many familiar topics here, including vari
ous strategies for understanding the relationship 
between language and thought, and the impact of 
schooling on cognitive development (see articles 
by Cole and D' Andrade, 1982, 4(2), and by Car
raher & Carraher, 1981, 3(4), among others), 

The second article, by Van der Veer, applies 
the ideas of Lakatos to the development of scien
tific research programs, with Vygotskian socio
cultural-historical theory as a case in point. 
Among the interesting links to Lucy's article is 
Van der Veer's discussion of the change in socio
cultural-historical psychology in the years follow
ing Vygotsky's death. When Van der Veer con
trasts his hypothetical Vygotskian position ('4nter
nalization is to be understood as the transforma
tion of symbolic tools and social relations") with 
the hypothetical Leont'ev view ('1nternalization is 
to be understood as the transformation of practi
cal, external interactions") he picks· out just the 
cultural vs. material split that was worrying Lucy. 

Significantly, it is precisely conflicting claims 
about the 11symbolic tool vs. external action" split 
that have been the center of controversies within 
con tern porary Soviet psychologists concerned with 
the concept of "activity" (see Wertsch, 1981). 
While Vygotsky could be accused of entrapment 
into idealism, Leont'ev could be accused of entrap
ment into ''vulgar 11 materialism, or behaviorism. 

In their article, Schneider, Hyland and Galli
more make clear their reliance on Vygotskian 
theoretical constructs; as is not uncommon in 
work done in the United States, Leont'ev's posi
tion is refracted only through secondary sources. 
Yet, one cannot doubt that they are focussing on 
''practica.J external interactions 11 as well as_ 11sym
bolic tools and social relations. 11 In a· brave move, 
Hyland became the teacher/researcher for Junior 
High children to contrast the aspects of responsive 
teaching and student performance that appear 
when the 1\;tudent bodies" differ greatly in their 
independently assessed performance. We suggest 
that readers first read the transcripts and ''feel11 

the differences between the Period 3 class 
exchange and the Period 6 class exchange. 
Although Schneider and her colleagues provide an 
interesting account of the similarities and differ
ences of the processes involved witl,i the two 
groups, the less-mediated impact of the transcripts 
provide a frame not only for evaluating their per
spective but also for apprehending the need for 
rich and deep exploration of theoretical constructs 
and practical activity to approach the often pain
ful reality of modern schooling. 

Two articles concern children and comput
ers; they involve more standard experimental 
methods than much of the other work on comput
ers that we have included in past issues. Laney 
and his colleagues used computer games to study 
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the cognitive consequences of play. Two treat
ments were compared; the pre-post test measures 
are not at all conclusive, but that is not the story 
of this artic1e. Like other artic1es involving com
puters (Michaels, 1985, 7\3]; the issue guest-edited 
by Levin & Souviney, [1983, 5[3]; and the Fifth 
Dimension reported in July, 1982, 4[3] ), the 
details of the social situation that embed the two 
''treatments" become more interesting than the 
particular contrast between pieces of software. 
The report gives a great deal of information about 
the joint activity and cooperation that were 
involved in the treatment; we have come to expect 
a hubbub of activity in studies of computer use by 
children and we sympathize with the attendant 
problems such a situation brings for research that 
is still restricted to individual outcome measures. 
As in Michaels' case, one of these groups 
developed a special vocabulary relevant to the 
task; in contra.st to Michaels' groups, girls were 
the '\;tars" of one of the groups studied here. A 
paradox is raised in the article that needs to be 
attended to: these computers and their razzlc
dazzle games really do appear to be 11ntrinsically 
motivating" if anything can be said to be, and 
Laney and his colleagues make this point; yet the 
experimenters found absenteeism in one group and 
found great effects from the introduction of ice
cream cones as extrinsic rewards in both groups! 
How are we to understand 11intrinsic 11 in the hub
bub of cooperating children and what happens to 
it in the course of time in a setting unconstrained 
by the institution of schooling such that the chil
dren all scream for ice-cream? The 
Vygotsky /Leont'ev perspective could be fruitfully 
applied here. 

The Cunningham and Paris piece is comple
mentary to the one by Laney and his colleagues in 
two respects. First, the Laney article notes the 
impetus for reading that a computer game can 
provide, while Cunningham and Paris investigate 
how reading skill effects learning a computer task. 
Second, while Laney and his colleagues were 
interested in 11two C's" (cognitive consequences), 
Cunningham and Paris investigate cognitive com
ponents, completing the ''three C's 11 important in 
standard psychological paradigms. Cunningham 
and Paris note the interrelations among reading 
and writing and computer literacy, focussing on 
common components: recognition, memory, and 
manipulation of symbol strings and sets of sym
bols. They report on children in pre-school and 

kindergarten learning to locate items on the key
board. Children in the treatment group improV'ed 
with practice over five weeks. In accord with a 
socio-cultural interpretation of the results, Cun• 
ningham and Paris found that learning differences 
could be related to whether the children had a 
name for the item (as for letters and numbers but 
not for semi-colons) and to. the material arrange
ment of items on the keyboard (i.e., the numerical 
order is used for the numbers but the alphabet 
recieves no such support). Although the measure 
of reading skill with such young subjects is quite 
limited, reading skill makes a difference, not just 
on initial performance but also on the advantage 
that can be taken of practice sessions. The com
parison with a control group that did not practice 
the task is slightly marred by an all too familiar 
problem of work with children and computers -- a 
scarcity of resources. The control children prac• 
ticed on an unrelated computer task, but they 
worked in groups of two and three, watching for 
half or two-thirds of the time and actually con
tacting the computer for less time than the treat• 
ment group. 

00 00 00 00 00 00 00 00 

1n describing the history of his botanical studies, and 
particularly his reaction to the comparatively fixed 
categories of Linnaean classification, Goethe oHered 
the following account of what we might now call the 
ethnographic instinct: 

I mu.s:t confe,5,5 that after Shake.s:peart: and Spinoza, 
Linnaeu.s: had the grt:atut influence upon mt: -- and 
through the reaction he provoked in mt:. That I may be 
clear about those circumstances, think of me as a born 
poet, seeking to mold his words and his exprt:saions 
immediatt:ly on the objects before him at any time, in 
order to do them .some measure of ju.stice. Such a poet 
was now to learn by heart a ready-made terminology, 
to have a certain number of word.s tlnd .selection he 
should know how to apply an·d order them into an 
appropriate description. Such a treatment always 
seemed to mt: like a mo.saic, in which you put one fin
ished piece next to another, in order finally to produce 
out of a thousand individual pieces the .semblance of a 
picture; and so in this .sense I always found the 
demand to some extent repugnant. 

Goethe 
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The Historical Relativity of the 
Linguistic Relativity Hypothesis 

John A. Lucy 
Center for Psychosocial Studies 
Chicago, IL 

Introduction 

Social science research in the twentieth cen
tury has become increasingly concerned with semi
otic phenomena in general and language in partic
ular. One important problem has been the 
evaluation of the nature and significance of 
linguistic diversity, especially the possibility that 
diverse languages give rise to diverse forms of 
thought--a problem generally referred to as the 
linguistic relativity hypothesis or the Sapir- Whorf 
hypothesis. At first glance, this topic and the 
issues involved in it seem at some remove from 
the debate over competing claims of the material 
and the cultural accounts of social phenomena. In 
fact, however, there are both formal parallels and 
substantive linkages between the two areas, paral
lels and linkages which, when examined, can 
illuminate the nature of the traditional antinomies 
governing research in both areas. This paper out~ 
lines some of the ways in whiJCh the linguistic 
relativity hypothesis itself is historically specific 
and suggests, by analogy, that the traditional 
antinomy of cultural and material accounts of 
social life may be historically specific too. 

In its broadest terms, the linguistic relativity 
hypothesis suggests that our thought is in some 
way shaped by the specific language we speak. 
Many variants of the hypothesis can be differen
tiated, either by reference to the aspects of 
language and the understanding of thought which 
are presupposed in the research or by reference to 
the strengt,h of the proposed causal relation (Fish
man, 1960). Perhaps the most venerable and 
controversial version of the hypothesis claims that 
the overall structure of each language embodies a 
world view which shapes the overall image of real
ity held by a speaker. (Various more narrowly 
conceived versions exist which focus on specific 
portions of the overall structure.) This ,tructura/ 
rtlativity has been of recurrent concern, although 
from quite different perspectives, since the 18th 

century. A second view focuses on differences in 
the UH of language in thought, arguing that a dis
tinctive pattern of use is also associated with each 
specific language and governs, or frames, any pos
sible structural influences. At present, only the 
foundations of an approach to this functional rela
tivity have emerged, largely within the la.st quarter 
century. The present paper attempts to indicate 
how these two forms of the linguistic relativity 
hypothesis intersect historically with implications 
for broader theoretical concerns. 1 

Structural relativity 

Although one can find arguments that 
appear similar to the linguistic relativity 
hypothesis throughout the Western philosophical 
tradition, there is some consensus that explicit 
concern originates in 18th century Germany with 
the work of Machaelis 1 Hamann, and Herder. 2 The 
debate formed part of the larger movement in 
Germany in the direction of an understanding of 
social phenomena in secular and evolutionary 
terms. This was an era of intense speculation 
about the origins and significance of the differ
ences among the languages of the peoples of 
Europe. There was, for example, debate over the 
natural versus divine origin of language, concern 
with tracing the development of languages from 
primitive (or ancient) to more advanced {or 
modern) forms and concern with whether the 
word of God in the Bible could be adequately ren
dered by the European vernaculars. Works taking 
up these issues proliferate in the 19th century, 
again, particularly in Germany. There are strong 
connections between this tradition, especially the 
works of Mueller, William von Humboldt, and 
Steinthal with the later approaches of 20th cen
tury American anthropological linguists working 
in the Boa.sian tradition.3 

But the resurgence of interest in the problem 
in America in this century took a distinctive direc~ 
tion and incorporated important new elements 
which have frequently been overlooked. Extensive 
first hand contact with radically different New 
World languages produced fresh appreciation of, 
and solid detail about, the actual range of struc
tural differences among so-called ''primitive 
languages. 11 It also further prompted skepticism 
about universal evolutionary sequences for social 
phenomena such as language, and promoted more 
detailed ideas about the actual operation of 
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linguistic influences on thought. The most impor
tant figures in this American reconceptualization 
were Edward Sapir and Benjamin Lee Whorf. 

Whorrs work is typical of the contemporary 
approach to relativity at the structural level. 4 In 
his view, each language must be able to refer to an 
infinite variety of experiences with a finite 
number of formal devices. To accomplish this, 
languages select from, and condense, experience, 
implicitly classifying together as ''the same" (for 
the purposes of speech) things which are in many 
ways quite different. Speakers make the error of 
assuming that elements of experience which are 
classed together on one criterion are similar on 
other dimensions as well. The configuration of 
categories and their suggestive implications 
together represent a ready-made classification of 
expenence which may be used as a guide for 
thought. 

These linguistic classifications vary consider
ably across languages. Languages differ not only 
in the basic distinctions they recognize but also in 
the assemblage of these categories into a coherent 
system of reference and hence in the pattern of 
implied secondary meanings as well. Thus, the 
system of categories which each language provides 
its speakers is not a common, universal system, 
but one peculiar to the individual language. 
Nonetheless, speakers tend to assume that the 
categories and distinctions of their language are 
entirely natural--in fact • not real1y a part of 
language at all, but part of external reality--and 
they regard the obvious differences among 
languages as su perficia1. 

The crux of Whorfs argument is that these 
linguistic categories are in fact used as guides in 
habitual thought. A speaker attempting to inter
pret an experience by applying a category avail
able in his language automatically involves the 
other meanings suggested by the overall configura
tion of the language. Consequently, a situation is 
created whereby· the speaker can unwittingly come 
to regard these other meanings as being intrinsic 
to the original experience. Thus, the point of 
Whorfs argument is not that the language 
category blinds the speaker to some obvious real• 
ity, but rather that it suggests to him associations 
which are not neceBBarily entailed by experience. 
Further, because of the transparent, background 
nature of language, speakers do not understand 

that the associations they 11see11 are from language, 
but rather assume that they are 1~n11 the external 
situation and patently obvious to all. A central 
point of Whorrs argument is that these very 
broad analogical suggestions from language have 
great power and force both for individuals and for 
the culture at large precisely because they are 
both so pervasive and so transparent to speakers. 
In the absence of another language (natural or 
artificial) with which to talk about their experi
ence, they wilJ not be able to recognize the con
ventional nature of their linguistically-based 
understandings. 

The possible "relativity" of this formulation 
is entailed in the hypothesis itself since the under
standing of language and thought may be shaped 
by the language of the investigator. For example, 
Whorf (1956, pp. 134-59) describes in some detail 
a set of grammatical relationships in English 
which, he argues, encourages speakers of English 
to conceive of entities (both tangible and intangi
ble) as composed of a 1form 11 plus a 11substance."a 
Taking for granted, for the moment, the validity 
of the argument, what would be the implication of 
such a claim for Whorfs own work? It becomes 
clear, upon examination, that Whorf has con
ceived of experienced reality as unstructured until 
given 'form" by thought, and that thought, itself, 
in turn is given 11form 11 by a language; in other 
words, the universal substance of thought is given 
a variable form by each language. 6 It should be 
clear that the view of language and of thought 
which underlie this hypothesis is a very specific 
one. 

To suggest that the idea of linguistic rela
t1v1ty might itself be a product of the 
form/substance dichotomy latent in Engli,h pro
duces an apparent paradox. It would be true that 
Whorfs idea was shaped by hi, language {English) 
only if the hypothesis were in fact true; if it were 
true, then in what sense could the claim itself be 
seen as derivative of, or specific to, the grammar 
of English? 

One resolution of the paradox centers on the 
fact that Whorf was claiming an influence for 
language on habitual patterns of thought, not on 
the absolute potential for thought of a certain 
type. Thus, one language's structure might qiore 
readily lead to the recognition of a general truth 
which, once recognized, others speaking other 
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languages would acknowledg<'.7 This resolution of 
the paradox suffices at one level, although, as will 
become clear shortly, there is a much larger prob
lem involved herC'.8•

9 

Functional Relativity 

The second form of the linguistic relativity 
hypothesis, that. of functional relativity, derives 
from work on the ethnography of speaking which 
tries to move beyond grammar as the sole unit of 
analysis and focus on 1 for example, the social func
tions of speech (Hymes, 1974, and references 
therein). Hymes (1966), in particular, argues that. 
there is a potential level of linguistic relativit.y 
prior to the structural level which he terms the 
relativity of use. Only when two languages are 
used, or function

1 
in a similar fashion can one rea

sonably ask whether the gramma.tical structures 
themselves have specific independent. effects. 10 

According to this sort of argument, any claim for 
relativity at the structural level must rest on the 
prior demonstration of a commonality (or univer
sality) of use • either social use or individual cog
nitive use. In terms of social functionality, argu
ments can be made for the universal centrality of 
the referential function of language (Hymes, 1974; 
Jakobson, 1960; Lyons, 1968; Silverstein, 1976); in 
fact, the general success of contrastive linguistics 
depends heavily on such universality. But a gen
eral argument for, and demonstration of, a univer
sal pattern of use of linguistic structures in thought 
has not, to my knowledge, yet been made, 
although there are many--including Whorf--w ho 
presuppose such a relationship. Only if individual 
thought can be shown to be dependent on linguis
tic structures to a similar degree and in similar 
ways will there be an equivalent basis for the 
assessment of structural effects. 

One theory, that of Soviet psychologist L. S. 
Vygotsky (1962; 1978; [in preparation]), posits just 
the opposite, namely that language can be dif
ferentially used in thought, both ontogenetically 
and socio-historically. Vygotsky was engaged in 
the task of building a Marxist psychology, that is, 
one which emphasized the 60cial origins of cons
ciousness and the importance of mediational 
mean6 in developmental process-- whether the 
development be historical, phylogenetic, or onto
genetic. Vygotsky's approach emphasized the 
importance of language in the development of the 
higher mental functions such as reas0ning, volun
tary attention, and logical memory. Especially 

important in the later stages of this process both 
developmentally and historically is the emergence 
of scientific or 11true 11 concepts through the sys
tematic elaboration of verbal meaning during for
mal schooling. 

In Vygotsky's approach, cultures without 
formal schooling, or some functionalJy equivah:~nt 
form of discourse, would not develop scientific 
concepts of the familiar sort. 11 The specific forms 
of language usage required by schooling are the 
critical factors and not the structural properties of 
particular languages per se. Thus, for Vygotsky, 
peasant societies represent an historically earlier 
form of social organization, one that exhibits less 
developed forms of thinking, that is, forms which 
do not fully exploit the conceptual potential of the 
linguistic resources. Similar arguments underlie 
most theories concerned with the importance of 
schooling, literacy, and the like. The important 
difference of this approach from that of Hymes is 
that whereas Hymes points to the importance of 
functional differences, he does not hierarchize 
them as more or less advanced; Vygotsky does 
this, attributing a large-scale historical significance 
to the differences. 12 

If Vygotsky is correct, and there are impor• 
tant problems with his approach, it would suggest 
that the peculiar emphasis on abstract, decontex• 
tualized thought characteristic of our society, rein
forced by specialized forms of discourse such as 
formal schooling, has significant structural connec• 
Lions with the broader set of developments we 
associate with modern capitalist societies. The 
linguistic relativity hypothesis may be more than 
cultll;rally relative in a synchronic sense. It may 
be specific to the historically significant develop
ment of a qualitatively different form of social 
organization on a par with those divisions that 
anthropologists often use to distinguish large 
groups of societies, for example those with or 
without agriculture or those with or without an 
organized state. Although many social scientists 
including anthropologists (e.g., Boas, 1911; Red
field, 1953) have articulated a vision of a progres
sion or cumulation of knowledge in human 
societies over time, there is considerable 
ambivalence about evaluating this progression or 
seeing significant differences at the level of indivi
dual actors. Nonetheless, this is the implication of 
Vygotsky's approach. 
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Quite aside from these hierarchical and 
evaluative views, however, Vygotsky's framework 
suggests a height,ened significance for relativity al 
the functional level in the evaluation of the 
linguistic relativity hypothesis. The structural 
relativity outlined in the first section can only 
operate when language is used as a guide for 
thought and it will operate most pervasively and 
most powerfully precisely to the extent that 
language is taken as the primary guide for 
thought, supplanting or overriding other organiza
tional possibilities. In this sense, a society like our 
own, in which, as Vygotsky suggests, the depen
dence of thinking on language has reached 
extraordinary proportions, is presumably espe
cially susceptible to such structural influences. In 
short, the significance of the structural relativity 
proposed by Whorf is socially contingent and may 
reach its highest degree precisely in our own 
society. His theory and others like it which have 
been developed in the modern era may be inspired 
by, and particularly appropriate to, our own cul
tural experience. Its significance may be consider
ably less in those forms of social organization 
which have predominated throughout most of 
human history. It is in this sense that Whorf 
would indeed have been influenced by the gram
mar of English, and yet his hypothesis need not be 
generally true in the form in which he proposed it. 

Implications 

Most "materialistic" accounts of social life 
trace their origins to the writings of Karl Marx. 
Yet, in his mature writings Marx (1977) recog
nized that the classical theories of political econ
omy were products of the socia] forms of thought 
characteristic of modern capitalism. And, at a 
deeper leve], he recognized that the very activity 
of theory construction of that sort, that is, the 
doing of political economy, was also a product of 
the same social forms of thought (Lukacs, 1971). 
Thus, the theories were derivative of, and particu
larly appropriate to, the society within which they 
arose, and their extension to other societies and 
other epochs was problematic. But those who 
have not understood his arguments have used 
those theories of political economy uncritically to 
account for other societies--giving rise to the so
cal1ed "material" accounts of social life with their 
characteristic transhistorical and transcultural 
assumptions. 

If the form or the force of the linguistic rela
tivity hypothesis is itself historically relative, that 
is, a product of our own social institutions and 
forms of thought, then we are also led to question 
the bases of those 11cultural1' accounts of social 
phenomena which typically take language as their 
paradigm of things cultural and which speak in 
parallel fashion of a cultural relativity. The 
uncritical extension of our own conceptualizations 
of language in particular ol' of culture in general to 
other societies is problematic. The concepts of a 
linguistic form shaping a cognitive substance, or of 
a cultural form shaping a material substance, are 
no more universally applicable than the inverse 
notions of a cognitive form shaping a linguistic 
substance or of a material form shaping a cultural 
substance. ln the end what we must question is 
thE' very separation of form and substance, of 
language and thought, and of the cultural and the 
material rn the first place, for it is these 
antinomies so natural to our own way of thinking, 
which most need to be grounded. 

Notes 

Presented at the symposium "Social Mediation: 
Beyond the Antinomy of the Material and the Cultural" 
at the 107th Annual Meeting of the American Ethno
logical Society, Toronto, Canada, 11 May 1985. 
1The approach here will focus on analytic and concep
tual issues rather than detailed chronology. No ade
quate history yet exists which integrates specifically 
linguistic, general intellectual, and broader social 
materials into a unified account. For partial accounts, 
see references in Notes 2 and 3. 
2See Brown (f967), Koerner (!9TT), Penn (1972), and 
Stam ( 1980) for discussions of the history of the 
hypothesis. 

'See Haugen (1967), Hymes (1963), Stam (1980), and 
Stocking (1974) for discussions of these connections. 
4For a more detailed account of Whorfs theory and its 
connection with other contemporary work see Lucy (in 
preparation). 
5See Whorfs original essay for numerous subtleties 
which must be omitted here; fuller commentary is avail
able in Lucy ( 1985 ). 
6See Lucy (1974) for a more complete argument. 
7For example, in my own research on the significance of 
the form-substance opposition in languages, I have been 
able to show both the common underlying salience of 
various types of form-substance distinctions an~ the 
specific cognitive salience of one or another linguistic 
encoding of them (Lucy, in preparation). 
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&Notice that this argument is not the usual one that the 
hypothesis is intrinsically circular because, if we are 
prisoners of our own language, then the analyst can 
never know the languages or thoughts of other group!i 
sufficiently well to even construct let alone prove the 
relativity assertion. It is rather a claim about the his
torically specific or relative nature of creating the 
hypothuis itself, and not a claim about the logic of its 
proof or disproof. 
9It would be important in this regard to have studies of 
the relation, if any, of the course of philosophical under
standing in the West in terms of possible relations to 
the language of the philosophers (e.g., Greek, Latin, 
German, English). Although there are some isolated 
case studies (e.g., Benveniste, 1971 on Greek) none is 
historically comparative. It would also be interesting to 
compare how other diverse language groups formulate 
or account for the phenomenon and significance of 
language variation itself. Although there are interesting 
case studies about attitudes toward language, particu
larly by sociolinguists, they are not oriented to this 
specific problem. 
101 encountered a concrete example of such a functional 
difference in a study of the relationship between the 
linguistic encoding of colors and recognition memory for 
colors in three language groups: English, Spanish and 
Yucatec Maya. The latter two groups exhibited a 
number of differences between men and women speakers 
which were not found with English speakers (Lucy, 
1981 ). The differences between the men and women 
could not be accounted for on structural grounds, but 
only in terms of the differential ust of language in cog
nition by men and by women in these two groups. In 
comparing these two groups with English, it it neces
sary to recognize that the differential use, that is, the 
presence or absence of a sex difference, is as important 
if not more important that an·y structural differences. 

111n fact, cross-cultural psychological research con
sistently reveals that the single most important variable 
in studies of intellectual skills is the existence of school 
experience (Scribner and Cole, 1973). 
12For a contrast of Vygotsky's approach with that of 
Wharf, see Lucy & Wertsch (in press). 
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It £5 only i,1 a social contezt that subjectivism and 
objertit,ism, sp1rdualism arui materialism, actii,ity 
and passivity cease to bt antmomit.5. and thus 
cease to u.ut a, such antmomie,,;. The resolution 
of the theorttical contradictions is pouiblt only 
through practical mean.s, only thruugli the practical 
energy of mar,. 

Karl Marx. 

The Cultural-Historical Approach in 
Psychology: A Research Program? 

Rene Van der Veer 
University of Leiden, The Netherlands 

Introduction 

Most. philosophers of science have been 
rather reluctant t.o consider psychology a 'Teal," 
mature science. Examples of this attitude can be 
found in the work of prominent philosophers such 
as Popper, Kuhn, and Lakatos. The implicit or 
explicit assumption in their writings seems to be 
that standard examples of rational scientific 
development are mostly to be found in the natural 
sciences. Time and again we meet the worn-out 
cases of Galileo's new mechanics, Newt,on's gravi
tational theory and Bohr's theory of the atom. 
Psychology and the humanities seem t,o fall short 
of standards of rationality taken from these 
periods of history in the natural sciences. There
fore, psychology is considered to be an immature, 
unscientific or 11preparadigmatic" science. 

One could, of course, criticize this harsh 
judgement by maintaining that it is not neces
sarily or conceptually true that psychology should 
be measured by the same standards as the natural 
sciences. This is not the approach we will follow, 
however. Instead we will accept the standards of 
rationality of one philosopher of science, not.ably 
Lakatos (1978), and show that at least one 
approach in psychology can live up to his require
ments. 

The purpose of this paper will be, then, two
fold: I) to show the applicability of Lakatos' 
theory to an important approach in contemporary 
psychology, namely the cultural-historical theory, 
and to argue that this approach satisfies the 
demands Lakatos formulates for fruitful research 
programs. I believe that the same could be done 
for other psychological theories, e.g., Piaget's and 
Kohlberg's theories of cognitive and moral 
development. There seem to be no grounds to res
trict the applicability of Lakatos' theory to the 
natural sciences; 2) to show that the application of 
Lakatos' theory in any science will meet with 
some difficulties. First, there is the problem of 
formulating what is considered to be the hard 
core of a research program. The choice of hard 
core items will inevitably depend on some debat-
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able judgements. Serond. on<' has t-o dcridP whirh 
time period should be used to formulate the hard 
core. Third, as an encore. the question will be 
raised whether Lakatos' conrept of tht' hard core 
doesn;t necessarily imply some sort of essentialism. 

Vygotsky's Cultural-Historical Theory 

The popularity of Vygotsky's cultural
historical theory (Vygotsky, 1962; 1978) is grow
ing and several books offer a more or less complete 
description of its content and development (e.g., 
Kozulin, 1984; Van IJzendoorn & Van dcr Veer, 
1984; Wertsch, 1981). Therefore, we will confine 
ourselves to the bare outlines of the theory and 
the history of its development. 

In the late 1920's the Russian psychologist 
Lev S. Vygotsky (1896-1934) started to develop a 
theory of cognitive development. Together with 
his colleagues, Luria and Leont'ev, he formulated 
the so-ca11ed cultural-historical theory, which was 
meant to incorporate some of the basic concepts of 
Hegelian Marxist thought while at the same time 
doing justice to the results obtained by important 
researchers such as Biihler, Kiilpe, James, Piaget 
and others (Vygotsky, 1934 ll962J; 1978). One of 
the characteristic features of Vygotsky's theory 
was the distinction he made between '1ower 11 and 
1'higher" psychological processes. The latter were 
supposed to be typically human and based on the 
acquisition of cultural tools or instuments. Lower, 
11na.tural" psychological proCesses were supposed to 
be hereditary. They formed the raw material out 
of which the higher processes were formed. To 
give an example, some basic memory mechanisms 
are hereditary and common to both animals and 
human beings, e.g., the ability to recognize an 
object seen before. This, then, constitutes a lower 
psychological function. Typically human, how
ever, is the use of mnemotechnic devices and 
language in remembering. These Vygotsky con
sidered to be cultural instruments used to 
transform lower natural memory processes into a 
higher, ''cultural" memory. The lower processes 
continue to play a role but become subordinated 
to higher goals. They are, in the words of one of 
Vygotsky's favorite philosophers, G. W.F. Hegel, 
'\;uperseded" (aufgehoben). The cultural tools 
themselves also have a history. They have been 
developed by earlier generations and this history 
can be ~nvestigated by doing cross-cultural and 
archeological research. 

\'ygot5ky:s research plan was as simple as it 
was comprehensive: to study the arquisition of 
cult.ural tools and the transformation of lower 
psychological functions into higher ones; to study 
the historical development of cultural tools, and 
finally to study the most complex psychological 
tool 1 language, with respect. to its formative role 
for human thought (Kozulin, 1984, p. 106). 

It is clear for those acquainted with the phi
losophical and psychological issues of the 1920's 
that Vygotsky had a thorough knowledge of the 
research that had been done in this period. To 
give but a few examples: the distinction between 
lower and higher psychological processes had 
already be<'n made by Wundti the general anti
reductionistic trend in Vygotsky's writings and his 
emphasis on typically human vs. animal processes 
can be traced Lack to Engels' writings; the distinc
tion between two types of memory is implicit in 
Janet's work; etc. 

In retrospect we can say that Vygotsky's 
theory was a quite original attempt to tackle one 
of the oldest and most respectable problems of 
Western thought: the nature-nurture issue. After 
his death, his work was continued by his col
leagues and pupils. Among his most influential 
followers were undoubtedly A. R. Luria, who con• 
tributed much to the development of neuro
psychology, and A. N. Leont 1ev who was to become 
well-known as the originator of the so-called 
activity theory (see Wertsch, 1981). 

The hard core. After this short introduc
tion to the cultural-historical theory it should be 
possible to formulatt> its Lakatosian 11hard core". 
Careful reading of Vygotsky's writings suggests 
the following, mutually connected, statements. 

a) It is necessary to distinguish between 
lower p6ychological proceues, which 
have evolved in biological evolution 
and higher p6ychological proceues, 
which are connected to cultural 
theory; 

b} Child development i, the acqui,ition 
of cultural instruments, which 
transform the lower processes into 
higher Ones; 

c) All higher psychological proce,ses 
have a social origin, becauBe the cul
tural instruments are acquired m a 
person-to- person interaction and 
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because the instruments themselves 
embody social

1 
cultural experience. 

d} Cognitive development is not a pro
cess of gradual accumulation of 
knowledge 1 skills 1 etc. 1 but a "dialecti
ca/11 process of sudden transforma
tions. 

It, seems unlikely that a hard core formu
lated in this way could be attributed to somr 
other theory of cognitive development, e.g. 1 

Piaget's theory. ll thus seems to be successful in 
characterizing the cult.ural-historical theory as dis
tinct from other psychological theories. But this 
is not enough of course. The hard core should be 
a set of assumptions, presuppositions, and beliefs 
shared by all participants in the research program. 
To answer the question of whether our description 
of the hard core of the cultural-historical theory is 
acceptable to all researchers involved, we will 
again dip into the history of this school of 
thought. 

Vygotsky very much emphasized language as 
the most important cultural tool. Speech, in his 
opinion, transforms the mental functions of the 
child and therefore, ultimately, the child's cons
ciousness. The acquisition of verbal concepts and 
symbols takes place during adult-child interaction. 
It is therefore understandable that Vygotsky was 
highly 'lnterested in the internalization of sym
bolic tools and social relations, 11 as writes Koz ulin 
(1984, p. 107). 

The tragedy of Vygotsky was that this point 
of view was quite unacceptable in the social cli
mate of the 1930's. Vygotsky's point. of view 
seemed to imply that children's consciousness is 
wholly determined by the consciousness of their 
parents. If our consciousness is determined by 
verbal concepts and these concepts are learned 
from more experienced members of a culture, then 
the danger of '~dealism 11 looms large. It was not 
clear to critics where the material praxis came in, 
a praxis which had to play an important role in 
the formation of consciousn,:-::.:: ...... ~ording to the 
standard dialectical-materialist doctrine. 
Although it clearly was possible to defend 
Vygotsky's point of view (see Kozulin, 1984, pp. 
117-118; Van der Veer, 1985a), this was not what 
happened. 

Shortly after the death of his colleague and 
teacher, Lconl'ev dissociated himself from 
Vygotsky's ideas (Leont'ev, 1983). He accepted 
the criticisms of 11idealism 11 and emphasized that 
one had to study the child's practical, material 
activity. Internalization was to be understood not 
as the transformation of symbolic tools and social 
relations into mental functions (Vygotsky)i but as 
the transformation of external actions. Clear 
examples of this approach can be found in the 
work of Leont'ev's colleague P. Y. Gal'perin. 
Leont.'cv's article fTl('ant. the starting-point of the 
so-called Kharkov school (see Van der Veer & Van 
lJzcndoorn, 1985; Wertsch, 1984) which would 
eventually lead to the above mentioned activity 
theory. It also meant the starting point of a con
troversy within the cultural-historical school which 
continues to this day (see Kovalev & Radzichov
sky, 1985). From the theoretical point of view, we 
think that the switch from a Vygotskian emphasis 
on symbolic tools and social interaction to 
Leont'ev's emphasis on practical activity can be 
understood as a switch from Hegelian dialectical 
thought to Engels' more materialist writings (Van 
der Veer, 1985b). 

The switch from Vygotsky to Leont'ev had 
import.ant consequences for both empirical and 
theoretical investigations within the cultural
historical tradition. Does this imply that Leont'ev 
started a new research program? Do we have to 
formulate a new hard core'? We do not. think this 
is necessary if we stick to the description of the 
hard core as given above. But we could of course 
have supplemented this description by the typical 
Vygot.skian statement. 

e - Internalization is to be understood as 
the transformation of symbolic tools 
and social relations into psychological 
functions. 

This would then be in clear contradic
tion to Leont'ev's statement that 

e' • Internalization is to be understood 
as the transformation of practical, 
external actions into mental functions. 
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It is not. clear how this problem can be 
solved. The solution partly depends on the time 
period one takes into consideration. If one consid
ers a period from 1930 until now, then one will 
arrive at something as formulated above (the 
statements a-d). These are probably the assump
tions shared by all researchers from this period. 
If, however, one concentrates on Vygotsky's period 
{until 1934) one could add statement e, which 
would then in a later period have to be replaced 
by e' (assuming for the sake of argument that they 
cannot be reconciled). The choice of statements 
pertaining to the hard core of a research program 
thus seems to depend partly on the time period 
taken into consideration. 

Quite apart from these difficulties any 
attempts to formulate the hard core of a research 
program wiJI always depend on some decisions 
which can be questioned. We would not be very 
surprised, for instance, if some cultural-historical 
researcher turned out to be not very attached t.o 
statement d. Some might deny that this rather 
11empty 11 statement is indispensable. Another illus
tration can be found in Wertsch ( 1981): In his 
description of Leont'ev's theory, he does not expli
citly mention our statement a. 

These, then, are some of the difficulties one 
meets in describing the hard core of the cultural 
theory. They do not seem, however, to be specific 
to the cultural-historical theory or to psychology 
in general. They are diffic~lties the philosopher of 
science has to face in any science; be it chemistry 
or psychology, physics or sociology. 

Positive and Negative Heuristics: 
Assessment of a Research Program 

Having formulated the hard core of the 
cultural-historical theory we can proceed with the 
description of the so-called positive and negative 
heuristics. The negative heuristic of a program is 
the demand that during the development of the 
program the hard core is to remain unmodified 
and intact. Any scientist who modifies the hard 
core has opted out of that particular research pro
gram. Lakatos {1978, p. 48): 

The negative heuristic of the program for
bids us to direct the modu.J tollen.f at this 
'hard core.' Instead, we must use our 
ingenuity to articulate or even invent 1aux
iliary hypothesis' which form a protective 
belt around this core, and we must. redirect 
the modus tollt:n.f to tht:at:. 

The posilive heurislic of a research program 
indicates to Lhe scientist how the hard core is to 
be supplemented in order for it to be capable of 
explaining and predicting real phenomena. It con
sists of a set of suggestions, hints and guidelines 
on how to modify or sophisticate the protective 
belt. Lakatos states that the principles expressing 
the positive heuristic are of a flexible, metaphysi
cal nature (LakaLos, 1978, p. 51). 

Clear examples of positive and negative 
heuristics can be found in the history of the 
cultural-historical school. Statement c from the 
hard core, for example, clearly implies some 
suggestions and hints for empirical research. The 
assumption that 11all higher psychological processes 
have a social origin, because cultural instruments 
are acquired in person-to-person interaction 11 

implies that schooling (teaching), being a particu
lar form of social interaction, can play a role in 
the developmenL of higher psychological processes. 
This means that. part1c1pants in a cultural
historical research program will try to develop cur
ricula to promote cognitive development. The 
work of Davydov and Gal 'perin testifies to this 
attitude (cf. Davydov, 1972; Gal'perin, 1980). 
The tenacity of these researchers in developing 
curricula and their optimism in the face of set
backs can be explained in view of the fact that 
this type of research is intimately connected with, 
and implied by, the hard core of their research 
program. It is part of the positive heuristic. On 
the other hand, if a child performs badly on a task 
requ1rmg cogmt1ve functioning, the cultural
historical researcher should not, at first, look for 
hereditary and/or physiological factors (such as 
minimal brain damage). Such a strategy would 
clash with the hard core assumptions as described 
above. First and foremost one should look for ear
lier social interaction patterns to explain the 
child's inferior performance. It is rational to do so 
as long as the research program bears fruit. 

We may rationally decide not to allow 
'refutations' to transmit falsity to the hard 
core as long as the corroborated empirical 
content of the protecting belt of auxiliary 
hypotheses increases {Lakatos, 1978, p. 49). 

Chalmers {1982, p. 84) mentions two ways in 
which the merit of a research program is to be 
assessed. Firstly, a program should possess a 
degree of coherence that enables the mapping out 
of a definite prOgram for future research. 
Secondly, a research program should lead to the 
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discovery of novel phenomena at least occasion
ally. It does not seem difficult for the cultural
historical theory to satisfy these demands. The 
high degree of coherence of the theory can be 
shown in a few words. The hard core, to begin 
with, consists of a set of intertwined assumptions. 
Statements b and c presuppose statement a, state
ment d is connected with b, etc. In the above we 
have shown how the positive and negative heuris
tics are implied by I and connected to, the hard 
core of the program. Hard core and heuristics 
taken together lead to a program for future 
research, which we described in Van IJzendoorn 
and Van der Veer (1984, pp. 96-98). The second 
demand, that the program should, at least occa
sionally, lead to the discovery of novel 
phenomena, has also been met repeatedly. As 
examples of research leading to the discovery of 
novel facts we would suggest, for example, the 
research into literacy (see Scribner & Cole, 1981) 
and Luria's neuropsychological research {see Luria, 
1973). 

To summarize, we have shown that it is pos
sible to formulate the hard core of cultural
historical theory as well as the positive and nega
tive heuristics. We have further suggested that 
the theory can satisfy Chalmers' additional 
demands of coherence and fruitfulness. This 
implies that the cultural-historical theory can be 
considered a Lakatosian .research program. At the 
same time it has been shown that the application 
of Lakatos' ideas is not without problems. The 
formulation of the hard core and the choice of the 
historical period taken in to consideration will rest 
on certain debatable grounds. 

Discussion 

The main purpose of this paper was to show 
the applicability of Lakatos' theory to one of the 
most important approaches in contemporary 
psychology. Our demonstration has of course been 
rather brief and· we understand that a really con
vincing case requires a detailed description of all 
the ins and outs of the historical development of 
the cultural-historical research program. A first 
approximation of such a description can be found 
in Van der Veer (1985b). We believe, however, 
that we have given some arguments in favor of the 
thesis that the cultural-historical approach should 
be considered a Lakatosian research proram. It 
seems likely that other important theories in 

psychology can also meet Lakatos' conditions. As 
a first candidate we would suggest the Genevian 
school of cognitive psychology, developed by 
Piaget. Like the cultural-historical theory, this 
approach has a respectable history and it led to a 
wealth of novel facts. 

Another purpose of this paper was to show 
some difficulties connected with the application of 
Lakatos' theory in any science, be it psychology or 
physics. They do not seem to invalidate Lakatos' 
approach, but show that any philosophical
historical analysis of scientific developments 
presupposes a point of view, which influences the 
results. One can of course question Lakatos' 
approach itself. The conception of a ''hard core" 
as a set of immutable assumptions and beliefs, for 
example, is not without difficulties. It rests on the 
assumptions that the resemblance of theory vari
ants Tl, T2, ... Tn is based on some common set of 
statements. This is not necessarily true, as 
Wittgenstein showed with his notion of ''family 
concepts. 11 One could, in other words, see the 
development of a research program as a process of 
organic growth, in which the last theoretical pro
duct does not necessarily resemble the first, and 
which theoretical products are not necessarily 
compatible with some shared set of assumptions. 
This would mean that one avoids essentialism and 
allows for some modification of hard core assump
tions without immediately drawing the conclusion 
that the researcher has totally opted for a different 
research program. Perhaps such a point of view 
would be able to handle more examples of theoret
ical traditions than a 1'r-igid" Lakatosian approach. 
This is only an afterthought, however, and we 
leave it as a suggestion to the reader. In this 
paper we accepted Lakatos' point of view and 
showed its applicability to cultural-historical 
theory and some of its problems. 
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Man lives with thing, mainly, even exclusively-- ,incc senti
ment and action in him depend upon hi, mental 
repre1tnlalio,u--a1 they are conveyed to him by languagt. 
Through the ume acl by which he ,pin, language out of him• 
self he weave, himself into it, and every language draw, a cir
cle around the people to which it belong,, a eirclt that can 
only bt tra,ucentled 1·n 10 far a, one at the ,amt time enter, 
another ont:. 

Wilhelm von Humboldt 

The Zone of Proximal 
Development in Eighth 
Grade Social Studies 
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Since 1910, study after study has described 
recitation as the dominant pattern of teacher-class 
interaction (Hoetker & Ahlbrand, 1969). Recita
tion may test students' existing knowledge but it 
docs not teach. It is rapid paced 1 with as many as 
five questions per minute. Students are commonly 
given only a brief time to answer before a question 
is repeated or f("-directed to another pupil. The 
emphasis is on lower-level facts and ideas, literal 
detail, and the already known. Teachers often do 
not use folJow-up questions; they do not engage in 
Socratic give and take to assist students to under
stand at a higher level, or to express their ideas in 
a more complete form. There is little attention to 
comprehension at the level of cause-effect reason
ing, interpretation, or inference, nor is the tenta• 
tive and problematic nature of understanding a 
given text acknowledged. Teachers act as if stu• 
dents should understand and apply ideas on their 
own. Vygotsky's (1978) ideal of teaching as 
assisted performance in the zone of proximal 
development (ZPD) is rarely achieved. 

Such restricted patterns of teacher-class 
interaction were observed in a junior high school 
serving an urban, Latino community. Hyland 
(1984) spent many months in this particular 
school conducting an observational study of eighth 
grade social studies instruction. Among other 
findings 1 he reported that recitation was the dom• 
inant form of teacher•cla.ss interactions. For 
example, teaching of the U.S. Constitution in all 
achievement groups consisted of an emphasis on 
simple facts about the document and its authors. 
Virtually no attempts were made to foster, 
through teacher•guided discussion, students' 
understanding of the· principles of American demo• 
cracy or the application of these principles to his-
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torica1 or contemporary problems. This school is 
by no means unique. Recitation dominates 
interaction in most U.S. classrooms--in schools 
attended by middle class Anglo students (Durkin, 
1978-1979) and retarded children (Levine, Zeitlin, 
and Langness, 1980). 

If asked, teachers have a ready explanation 
for the emphasis on recitation, factual details, and 
lower level mental activity. To paraphrase many 
with whom we have worked: HYou have to stick to 
textbook facts because that is all they can handle. 
Anything else goes over their heads. 11 

If teachers are correct in their assessment of 
their students' ability to participate in more com
plex interactions, then in fact recitation would be 
the most appropriate teaching style. Alterna
tively I if it were shown that students can be 
assisted to higher levels of comprehension, then 
there would be no reason to persist in lower-level_ 
activities through recitation. Are teachers' per
ceptions accurate here? Are students really 
unable to participate in higher-level activities 
when assisted by the teacher? What would hap
pen if a teacher tried another style of interaction, 
a style that incorporated the Vygotskian notion of 
the zone of proximal development? 

To explore these questions, we gained access 
to two eighth grade social studies classes in the 
junior high school that Hyland had observed. The 
students in Period 3 were described as remedial, 
with a reading level of. 4 to 5 grade levels below 
the norm for their age group. Period 6 was 
described as a gifted group, many of whom were 
college-bound and reading well above grade level. 
Approximately ninety per cent of the students in 
both classes were Latino. 

For two successive Fridays in each period, 
one of us (JH) taught a 50 minute lesson. Both 
classes read and discussed part of an account of a 
Supreme Court decision in the case of Minersville 
School District v. Gobitis (Starr, 1978). The case 
involved a flag. salute controversy, in which t.wo 
children whose religious beliefs prohibited them 
from pledging allegiance were expelled from public 
school and forced to enroll in and pay fees t.o a 
private school. 

Recitation questioning was kept. to a 
minimum. The emphasis was on the teaching 
style adapted from the responsive teaching prac
tices developed at KEEP (Kamehameha Early 
Education Project) for early reading instruction 

{Gallimore 1 Dalton, & TharpJ in press; Tharp et 
al.. 19_84}. In responsive teaching, the teacher 
assists as well as assesses students' _performance. 
A principl<' vehicle for assisting performance is 
contingent questioning, which is similar in some 
ways to the adult-child dialogues observed in 
problem-solving tasks (Wertsch, 1985). In both 
instances, adults adjust help based oil_a continuing 
assessment of the child's performance leVel., In 
responsive teaching, these adjustments support 
student thinking and expression of ideas. Ques~ 
tions are not asked to test what the students 
already know as in recitation. Responsive ques
tions lead to a level of performance that could not 
be achieved without the teacher's guidance (Galli
more & Tharp, 1983; Gallimore, Dalton, & Tharp, 
in press; Tharp et al., 1984). Thus, responsive 
teaching operates wit.bin the zone of students'. 
proximal development. The use of responsive 
questioning raises two associated but distinct 
questions: How far can the students go? and 
How far can the teacher go? 

How Far Can the Students Go? 

The level of unassisted comprehension on the 
part of the students in Period 3 is much lower 
than that of the students in Period 6. This was 
observed not only in their perform~nce during 
class but also in standardized measures of the stu• 
dents' independent level of development. Stu
den ts in . Period 3 demonstrate difficulties with 
vocabulary, literal comprehension (grasping the 
main idea and details)i interpretive comprehension 
(classifying, sequencing, recognizing cause/effect 
relationships,· drawing conclusions, separating fact 
from opinion), and critical comprehension {infer
ring, comparing and contrasting, distinguishing 
relevant from irrelevant details). 

What is not revealed by standardized test 
results or classroom recitation is the potential 
level of comprehension that the students in Period 
3 might someday achieve. According to the 
Vygotskian framework, the level of achievement 
with assistance, such as in the examples to be 
presented, is the potential developmentj over 
time, such achievement-through•assistance leads 
to a new ·level of independent functioning. If the 
dominant recitation pattern of instruction were 
different from that which students presently 
experience, and h&ve very likely experienced ·ror a 
number of ye_a.rs, it is conceiv..able that their level 
of independent achievement might rise signifi. 
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C'antly. How far C'an tlae~c· s1udent~ go in thC'ir 
level of understanding wi1h assistance:' .-\ nucro

gcnE"tic analysis of our brief exploratory lessons 
offers somE" clues. 

If WE' begin our analysis at the outcome of 
our lessons. we sf'e tha1 hotb classes accomplished 
essentially thf' same task in the excerpts presented 
here: eac.h jointly produced a connPct.ed narrative 
account of the Flag Salute case. A consideration 
of the processe1 involved in these producl-ions, 
however, r<"veals differences in terms of individual 
student and teacher contributions--i.e .. in the rela
tive responsibility assumed by the students Ys. by 
the teacher. 

One striking differenC'e between thr two nar
rations is the number of turns (i.e. student and 
teacher contributions): Period 6 takes 1 i turns to 
produce thf' details of the story. while Period 3 
takes 92. \\'hat is the reason for this large 
discrepancy 1n number of turns? \\"e might 
inquire wheth('r Period 3 produced more details: in 
fact. despite the shorter narration, Period 6's 
account included one issue (the family:s financial 
hardship) not. mentioned in Period 3:s discussion 
until much later (when introduced by the 
teacher). 

In addition to number of turns, the lenglh of 
each turn differed in the two periods as well. In 
Period 6i several student.s contributed t.o the nar
ration: each generally ad.ding information Lo t.he 
previous student's contribution (especially in 12, 
13, and 17). The number of words in each student 
turn ranges from 4-65. the average being aboul 2-1 
words. In contrast: most of the i:.tudenls in Period 
3 are called upon to C'ontribule at last onr<' to th<' 

comaruction of tht· narration. hut th<' lcng1h of 
turns i~ short<'r. ranging from 1-21 words and 
avE"raging less 1.han G words per turn. and arC' 
morf' frequently incomple1C' srntcnces than wa!

the case in Period 6. 

Thus. when considering student contribu
tions. two striking differrnces are number of turns 
and lcngt h of individual contribution~. HowC'\'Cr1 

if we wish lo go l,cyon<l these superficial charac
teristics and understand why they exist, we need 
to look at the interaction between the students 
and the teacher -- specifically, at how the respon
sibility for structuring the narrative is divided 
between students and teacher. 

2 R, 

3 T: 

4 J, 

Period 6 

Now, you've read the story and r!c'al quickly let's 

tell m(' something about the story. What's it 

aboul? Who's it about? And so forth. 

It's about atudents who didn't want to salute the 

flag and got expelled ... 

Okay. Tell me 1ome more about the story. 

Somebody else? Yes? 

Well they -- the Minersville school diatrict they 

wanted to take them to court because they 

didn't think it was right that they shouldn't be 

saluting the flag. But 10 the Gob ... what's their 

name? 

5 T: Gobitis? 

6 J: Gobitis -· uh, they went to court, and they ... the 

judge said he was going to (inaudible word) reli• 

gious belief& and so like it was better for his 

(inaudible) ... politics, or something like that •.• 

(inaudible phrase) 

7 T, 

8 Er: 

9 T, 

10 Er: 

11 T, 

12 Eh 

13 I, 

Okay. Er., what's the story about? 

It's about um, (th.e flag salute)? 

What about the flag salute? 

It's that ... (Gobit.is) ... should salute the flag? 

Somebody else -- let's get out here what this 

story is all about. 

It's about having the freedom of saying the 

pledge of allegiance or not, whet.her they want to· 

say it or not? 

l think it was because their religion said that 

they should not salute the flag or something like 

that, and they had to go along with their reli

gion. So when they didn't want to say it, they 

got expelled from school, and their parents put 

'em, well were gonna put ·em in a public school 

-- J mean a private school, 10 they wouldn't have 

to say the pledge of allegiance, and took them to 

court. 

14 T: What's the problem? Yes? 

]5 B: It was against their religion to say the pledge of 

allegiance. 

16 T: Yes? 
17 G: The only rearnn they did not put them in a 

private school was because it would haye been a 

financial har~ahip, so therefore they didn't want 

to put them in a private school. And then they 

were expelled, because their religion stated t~ey 

should not worship a flag or praise it. 
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16 T: 

Pf'riod 3 

So ... ••ho can. ••hat is this story about'? What 

is this story about'! \".' 

19 V: People from another religion didn"t do th':" flag 

zo T: 

21 V: 

T: 

salut'?. 

Oke.y. {pause-) Tell me something about the story 

... You said "people." Tell us some•· 

Students from the Mhool. 

Studt>nts from ,chool": What's the-ir name5,:• 

Lillian Gobitis ... and the brother William. 

'.!4 T: P. tell us something else about this story. 

25 P: (pause) (laughs) They got expelled for not -- not 

5aying lhe flag salute. 

ZG T: 

A: 

T: 

Z9 S: 

:rn T: 

31 S: 

3:! T: 

Okay ... A. ho"'' many people got expelled? 

We're just trying to get the details out here-. 

class. How many people are we talking about? 

Two. 

Two? Who can tell me aomething else aLout the-

r.tory? (pausl') s·: 
Thy were Jelaovah"r; WitneHefi. 

Okay. And "'hat does that mean·: 

Th"Y can 1t participatf' in some things ... or ... 

They can't participate in 5ome things'? Like 

what? Whaf5 the obvioUI thing they c.an't par

ticipate in? 

33 S: Doing the flag salute. 

34 T: The flag salute. Okay. Something el1e about the 

1tory. (pause) For example ... G 1 why is it that 

they wouldn't be able to do the flag salute? 

What's that all about? • 

35 G: Cau&e they're from a different religion. 

36 T: Uh huh. Okay, but there', lot, of different reli

gions. Why is it that they wouldn't b~ abll:' to 

Clo the nag ,alute? What', involved here'! 

G: I don 1t know. 

:~b T: AnyLody? Why is it they can't do th(' 0ag 

5aJute? According to the ,tory ... (pausC') 

39 J: Bttau&e tht'y broke the law. 

40 T: How·, that? 

41 

4Z 

J: 

T: 
(shrug,) (pause) (Don't know.) 

J ••Y• they broke the law. Did they break a 

,43 A: Yes. 

,44 J: How'1 that? 

.fS A: Cau1e everyLody i1 supposed lo do the flag 

salute, and they didn't do it. 

46 T: So according lo the 1lory, what happened lo 

them in the atory? 

47 J: They had to go lo a private 1chool. 

148-61: Teacher elicit■ literal detail, by &ending 

1tud ent, lo text.I 

62 T: Here ••e have the!ie two kid,. Lillian and William 

... 11,·hy is it that they did nQt do the flag ,alute? 

We need to get that out. According to the &tory, 

what don it tell us in the story'? Why didn't 

they do the flag 1alute? 

63 

64 

65 

66 

G: 
T: 
G: 
T: 

67 L: 

68 T: 

69 L: 

70 T: 

(,hrugo) Don't know. 

What doe1 it 1ay'? 

Can l read it? (starts to read first line or article) 

Wait a second, G. I don't want you to read the 

whole thing. l want you to help us to get out in 

tbe open here why they wouldn't do the flag 

,alute. L? 

It', again1t the law or their religion 

lt'1 again1t the law of their religion. Tell me 

more about that. Whal doe1 that mean? 1 think 

you're on the right track there ... 

They can 'L do it. 

D, why couldn't they do it? Why would that be 

the situation for them? According to the atory 

... what does it tell us in the atory? 

71 D: (pau .. ) They're from another religion. They 

can 1t ... say the ... flag salute. 

72 T: Alright. You gol it. Bui why? You got to go a 

little 1tep farther here in this story. Both L and 

D I think are on the right track for u,. But the 

73 D: 

74 T: 

75 A: 

que1tion is why? 

Becau1e they1re from another religion. 

Okay. (Jong pau,e) Let me give an example -

They'll l,reak the law from the -- from the 

church. 

j76•61: Teacher tries unsuccessfully to elicit cla

rification of the main character's motives.~ 

b2 T: I want you to look in there in the paragraph 

"A"here it talks about Lillian. 

b3 A: h ,ays righl here thal you have t<: have respect 

for th• flag. And they ... they didn't do tho flag 

salutt:. 

6,4 T: They had lo have re11pect for the flag, and they 

"'·hat ... ? 

85 A: 

86 T: 

And they didn't do it. 

Okay. And what', that have to do with it? 

You're right. I'm with you 100%, A. But what 

does that mean? 

87 .A: lt ,ay1 right here. I don't know, it 1ay1 it right 

here. 

[88-97: Teacher directs 1tudenll lo text lo clar

ify motivation!. 
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9b T: You guys have read a story, right7 rm asking 

what is this story abou1·: So far, I know it's 

about two kids. I know lhest- two kids didn't do 

what? 

99 {Chorus:) The Oag salute. 

100 C: Religious people. 

101 T: About religious people. Okay. Right? h every

body with me? ~ow my question to you is 

what's the problem? 

102 A, 

103 T, 

104 A, 

105 T, 

106 A, 

107 T, 

108 P, 
109 T, 

110 P, 

Ill T: 

That -- the problem is they didn't do the flag 

salute. 

Out what's the problem with that? Lots of peo

ple don't do the Oag salute. 

Because there was a law in school. 

OHHHH~ RIGHT! You got a law in the school. 

And where else do you have a law7 

In the church. 

A law in the church. Thank you, A. You're 

pushing us forward here. So we gol two laws 

here. What does that mean? What's tht' prob

lem? 

They don't know which one ... 

What? 

They don't know which one lo um,., (pause) 

P, you have to finish your sentence. I know 

you're saying something. I'm not sure ... 

112 P: Uh, they don't know which one to obey. 

In both classes, the teacher's contributions 
carry out similar functions: he moderates (calls on 
students, etc.), asks for clarification, requests addi
tional information and so forth. What is different 
about his behavior in ihe two classes is what we 
shall call the 11tailoring 11 of his contributions to the 
level most useful to the students at a particular 
point in the discussion. In studies of adult-child 
dyadic interaction, this adjustment of assistance to 
the less experienced interactional partner's level 
has been termed "assisted performance 11 (Galli
more, 1985), ''semiotic mediation 11 (Wertsch, 
1985), and ''controlled complexity" (McNamee, 
1979) by other authors. 

In this process: the adult provides assistance 
at a level from which the partner can benefit at a 
particular point in their joint activity. When the 
junior partner is successful, the adult provides 
what we might call "broad 11 assistance, which pro
vides minimal direction and leaves maximal 
responsibility to the junior partner for that portion 
of the activity. When such assistance is not 
responded to appropriately, the adult typically 
switches to 11narrow11 help which provides more 

specific direction: the- adult is thereby assuming a 
greater shart> of the responsibility for thE' overall 
art ivity. \\·'hen narrow assistance is successful: 
th<' adult typically switches to broad assistance 
onc{' again. Thus, gradually, thE' junior partner 
learns how to carry out activities independently, 
by learning both the steps necessary to carry them 
out and the fact that activities are made up of a 

series of steps. 

In Period 61 the teacher's questions are pri
marily broad ones. In 1, he asks for a summary of 
the story and gets what we might call a 11firsl 
draft II in 2; in 3 he asks nonspecifically for more 
information and gets another, more detailed draft, 
in the midst of which (in 5) he provides specific 
information at the students' request. He asks 
another broad question in 7, switching to a 
slightly narrower one in 9 after the vague response 
in 8. Eleven and 14 are also broad; 16 consists 
solely of calling on a student. After 17, a student 
begins discussing the issue of freedom, thus ending 
the narration. Thus in this class, tailoring at the 
broad end of the continuum was sufficient to elicit 
the det,ails of the story in a smal1 number of turns. 

ln Period 3, a quite different pattern is evi
dent. Once again 1 the teacher also begins with a 
broad question ("What is this story about? 11); 
unlike the beginning of Period 6, however, he gets 
a rather vague response (the reference to "another 
religion;" no mention of the context of school). 
The teacher's next turn begins wilh another broad 
question and then narrows down to a request for 
clarification (11 ••• You say 'people' ... '1- The 
response in 21 is to add the informat,ion that they 
were "students from the school. 11 The teacher 
tailors his assistance even more narrowly to a 
request for names. He continues to tailor by alter
nating between broad and narrow questions for a 
number of exchanges. Note lhat each student 
contribution furthers the narrative very little, gen
erally only by the addition of a single detail. 

In 34, after beginning with a broad question, 
the teacher moves toward a more toherent narra
tive by asking a why question. Note that in 
Period 6, students had provided their own expli
citly marked cause-effect sequences, as in the fol
lowing examples. 

4. J; 1---J They wanted lo take them lo court 
because they didn't think it was right...But so 
the JGobilis lamilyJ (6) went lo court... 
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13.J: I think it was because their religion 
said ... So when they didn't want Lo say it, they 
got expelled ... 

17. G: The only reason they did not put them 
in private school was because it would have 
been a financial hardship, so therefore tht>y 
didn't want to put them in a pri\·ate school... 

In contrast, the causE>-effecl sequences in the 
Period 3 discourse are almost exclusively across 
turns, with the teacher providing narrow quest-ions 
to elicit them. Thus the cause-effect sE"quences are 
assembled from many separate turns, by the 
agency of the teacher's comments. We can see 
such sequences in 33-35, 45-47, and 62-75. The 
class appears to be having difficulty in making 
explicit the major conflict in the story •· i.e., that 
the students' religion had required them not to 
pledge alliegance while the school had demanded 
that they do. Finally, in 101-110, there is a par
ticularly successful cause•effect sequence, begin
ning with the teacher's broad question, ''What's 
the problem?" A student responds by repeating 
what was just said in 98-99 1 that the Gobitis chil
dren had not done the flag salute. The teacher 
replies with a repetition of the same broad ques• 
tion 1 which signals that he wants a different 
answer this time; he adds the challenging com• 
ment that ''Lots of people don't do the flag 
salute." In 104, the same students gives a reason; 
this detail had been brought up before, but now in 
105 the teacher uses it in 'an important way: after 
acknowledging it, he requests a specific detail 
while providing an important link between the 
two farts (11A nd where else do you have a law? 1ry. 
The student provides the detail, and teacher again 
links the two details in 107 ("So we got two laws 
here") and asks another broad question (''What 
does that mean? What's the problem?"). A stu
dent begins a promising sentence in 108, and the 
teacher encourages her to finish it, rather than 
providing more narrow assistance at this point. 
Finally the student explicitly states the notion of 
conflict: 'They don't know which one to obey." 

Thus through the teacher's provision of con• 
tributions at the appropriate level (broad to nar• 
row) at the right time in the interaction, these 
students were able to express the essence of the 
story in a connected narrative. Since it did not 
emerge with only broad questions as it did in 
Period 6, it apparently was beyond their ability 

without such assistance. Yet it was not beyond 
their readiness to deal with such complex ideas 
with assistance in the ZPD. 

How Far Can the Teacher Go? 

Learning the technique of responsive ques• 
tioning is a dynamic process in which the teacher 
also develops. The level of discourse (especially 
during training) is constrained not only by the 
students' development but by the teacher's as 
well. Whatever the level of development, the 
teacher's authoritative role in the classroom means 
that during responsive questioning the teacher's 
behavior greatly affects the amount of learning 
that takes place. Thus in Period 6 the students 
repeatedly demonstrated their ability to 
comprehend the text independently; however, they 
were rarely engaged by the teacher in their ZPD •
i.e, they were rarely pushed toward more 
advanced levels of text comprehension. 

At later points in the Period 6 discussion, we 
observed domains that seemed to be beyond the 
students' level of independent functioning. For 
example, at one point the teacher recognized stu• 
dents' inability to express a general principlei he 
tried to assist their efforts by using a hypothetical 
case involving students whose religion required 
them to carry a dagger at all times. Period 6 stu• 
dents were able to give reasons why daggers 
should or should not be allowed at school, just as 
they were able to discuss whether the Jehovah's 
Witness children should or should not be required 
to salute the flag. However, they did not formu• 
late general principles for determining what are 
and are not tolerable forms of religious observance 
in a plural society. Possibly, this was beyond the 
limits of their independent cognitive functioning. 

The teacher had also reached a limit. He 
subsequently reported not knowing how to 
respond when Period 6 'topped out." He did not 
know how to use the comparison of the flag salute 
case and the hypothetical example to assist the 
students to form more general conclusions. As a 
result, the discussion lost focus just as the stu• 
dents may have been ready. to understand the text 
at a higher level. 

In such cases the teacher failed to anticipate 
students' responses to the text. Greater experi
ence with responsive teaching, as well as discus• 
sion and interaction with others more experienced 
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with thif> tt'aching style. would help him lo 

ref.pond to unanticipated responf.es in a more 
efft'ctive manner. 

Conclusions 

\\"e can use Vygotsky's idf'as to redefine 
recitation as a teaching stylf' in whirh teachers 
aim at. studentsi independenl level of development. 
-- i.e., teachers elicit responses of which the stu
dents were already capable without any assistance. 
So what is· the teacher's role in instruction through 
recitation? He or she apparently serves the func
t.ion of forcing students to display what they 
already know; by relying on recitation, teachers do 
not directly induce development to a higher level 
of functioning. ls this the only role that teachers 
can play? We think not. We have demonstrated 
here that teachers can do more: they can assist 
students through responsive teaching to perform 
at higher levels than they are otherwise capable 
of. Thus recitation is neither the only possible nor 
the most desirablt' method available for teachers. 
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Introdnction 

The study we will describe here was 
motivated by a series of events and episodes in the 
life of the senior author. In 1966 a debate on the 
cognitive impact of children's play appeared in 
Paychological Review. The protagonists were Jean 
Piaget and Brian Sutton-Smith. Piaget's position 
(1966} was that play serves mainly to practice 
emerging intellectual skills while Sutton-Smith has 
consistently argued (-1980, 1983) that play serves a 
much more complex and creative role in cognitive 
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development. In 1974, when Laney undertook a 
series of tests of these rival hypotheses in a remote 
Liberian village, Sutton-Smith :s views appeared to 
be ascendant. However, the Liberian results 
(Laney, 1974) provided only lukewarm support 
and he went on to study other topics in other 
places (e.g., Laney 1983). 1 In 1983 Laney was 
introduced to the computer by several of his 
present co-authors. In particular, Evans con
vinced him to purchase the Atari 800 model, 
including the ''entertainment package." Several 
significant events followed this purchase. Laney's 
6 and 8-year-old daughters beat him hollow on 
1'Pac-Man 11 which had been included in the enter
tainment package and, like Greenfield (1983) 
under similar circumstances, his research instincts 
were aroused. 

A second game cartridge, 1'Star Raiders, 11 was 
set aside for a time but when he finally got around 
to playing it, Laney was completely overwhelmed 
-- it seemed so incredibly complicated. lt is a 
simulation of some elements from the recently 
popular space films. The player pilots a Starship 
and tries to destroy the entire Zylon Fleet before 
they surround and destroy his Starbases. At one 
level you just aim and shoot so the game has 
much in common with many other video games. 
However, you can alter speed, direction, sector, 
etc. You can also refer to several distinct informa
tion screens including the Galactic Chart, the 
Long Range Sector Scali and the Attack Com
puter Display which shows the status of the ship's 
vital functions, its location, the location of enemy 
ships, and so forth. Furthermore, there is a great 
deal of arithmetical estimation involved. Just 
reading and understanding the manual took me 
several hours. Despite many complications and 
the lengthy training period, ''Star Raiders 11 is one 
of the most highly acclaimed and popular com
puter (as opposed to VCs or arcade) video games. 
Thus, it was likely that the game was being 
played by thousands of average American chil
dren. It was at this point that the present team 
was constituted to investigate the potential impact 
on children of "Star Raiders 11 and similar games. 

Initially we enumerated the genera.I features 
of video games that suggested something new 
might be happening in the lives of American chil
dren. First, as we have noted, video and com
puter games represent a very high degree of com
plexity -- they would top just a.bout anyone's 
game hierarchy {e.g., Sutton-Smith, 1976). 

Mastery for even the most rudimentary games 
may take hundreds of hours (Surrey, 1982; Sud
now, 1982). Second, most video games can be 
played at several levels of difficulty. In the game 
'Miner 2049er 11 for example, there are 10 levels 
and the player must complete ~hem in exact order 
of increasing difficulty. The kinds of sensorimotor 
skills required are relatively constant throughout 
the game even though the amount of skill required 
increases. Strategic or problem-solving features of 
the game increase dramatically from level to level, 
however. At Level 1 there are really only about 3 
things to 'figure out, 11 at Level 2 at least three new 
'twists" are added and so forth. The 'rules of the 
game" are simple at first but get increasingly 
demanding as one progresses. This means that a 
player can be fairly inadept and yet gain entree' 
to the game and begin practicing and improving. 

A third, closely related point is that, like 
traditional games, one can learn to play by read
ing a guide, ·observing games being played or, by 
being taught. However, unlike traditional games, 
one can also learn to play many video games by 
trial and error. Trial and error may not be very 
efficient but any parent who has been rebuffed by 
the words "I can do it myself!" knows that it is the 
preferred learning tactic of young chil~ren. 

Fourth, video games incorporate built-in 
opponents, score keepers, timers, playing props, 
and, in many cases, coaches. In short, most of the 
major impediments that might prevent a child 
from enjoying the benefits, if any, of an intellectu
ally challenging game have been removed in the 
video game. Take chess, for example, a· game 
which has been used to represent the epitome· of 
cognitive skill (Simon & Chase, 1973). To play 
chess, you need to know all the rules. You can't 
move the knight at whim until you've. learned 
what all its moves are. You need a board, chess 
pieces and an opponent. We would no sooner 
expect an eight-year-old to learn to play· chess by 
11Tlessing around II with the board and pieces than -
we would expect a chimpanzee to write The Car• 
petbagger, while pecking away at a typewriter. 

It is also important to point out some other 
characteristics that video games ,hare with Lradi~· 
tional games. Unlike other kinds of play, games 
provide constraints which keep the player ·-''on
task. 11 Unlike other activities which.· require con
centration, learning and persistence to master, 
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games are fun, playful: and intrinsically motivating 
(Loftus & Loftus, 1983). Thus, and not surpris
ingly I students spend 50% more time with a frac
tion exercise when it is presented in a video game 
format. compared to a computer drill format 
( Malone & Lepper, in press). 

To summarize the arguments, we have said 
that. while video games are intellectually very 
demanding, they are also extraordinarily seduc
tive. The net effect of this combination may well 
be t.o accelerate the cognitive development of chil
dren who have access to them. Let's see. 

The Study 2 

We advertised for volunteers for aft.er-school 
"computer clubs" in the sixth grades of an elemen
tary school in a Phoenix suburL. The school 
serves a lower-middle to middle-class population. 
Half of the 24 volunteers (age range JO years, 8 
months to 12 years, 6 months) were randomly 
assigned to the 11Missile Commanders 11 and half to 
the "Star Raiders" Clubs. Missile Command is 
also a computer video game but is more strictly of 
the aim and shoot variety. That is, while we 
might expect it to have some impact on hand-eye 
coordination (e.g., Donchin, 1983; Lowery & 
Knirk, 1982-83) unlike Star Raiders, we could not 
expect it to tax the children's reasoning abilities. 
Ea.ch club met for two afternoons a week from 
3:30 to 5:00 for 6 weeks. Three students were 
assigned to each of f0ur computers and were 
required to take turns. During the fourth session, 
students were permitted to regroup into triads of 
their own choice. During the first of the twelve 
sessions children were pretested with the Hidden 
Figures Test (Wilson, Cahen & Begle, 1968) and 
the Ankney and Joyce Reasoning Test (Stefanich, 
Unruh & Perry, 1983). This is a 30 item pencil 
and paper test which measures operation_al func
tioning and includes items reflecting conservation 
of length, area, and liquid; seriation, class inclu
sion and so on. During the second session we held 
a Pac-Man tournament. The purpose of the tour
nament was to establish each student's high Pac
Man score as a proxy measure for degree of prior 
involvement with video games. Jn the 3rd 
through the 10th sessions the children played their 
respective games. In the 12th and last session we 
post-tested each child with the Hidden Figures 
and Reasoning Tests. 

The quantitative results were disappointing. 
\\'(' calculated gain scores for each student on 
both t,ests {the tests were correlated: r-.41). For 
Star Raiders Lhe average gain on the Reasoning 
Test was 1.17 (SD-3.51), on Hidden Figures .08 
(SD-2.47) compared to 1.00 (SD-2.28) and 2.00 
(SD-4.38) for Missile Command Club. There was 
enormous variability on each test within each 
group and none of these were statistically reliable. 
On the Reasoning pre-test, for example, scores 
ranged from 8 to 26. Similarly, on Hidden Figures 
the range was from 1 to 16. Pac-Man high scores 
ranged from 3,000 to 56,000. Several of the high 
Pac-Man scorers also did well on the club game, 
however, several of the low Pac-Man scorers 
showed st.eady improvement over the period and 
ended among the high scorers in their respective 
clubs. 

Every session was attended by two or more 
participant observers university faculty 
members and doctoral candidates. Hence, we 
have a great deal of qualitative data which yielded 
some tentative, but very interesting, insights 
(Laney, Evans, & Levine, 1984). Unlike most 
video games, you cannot turn on Star Raiders and 
start to play. You must. first read the manual. 
The manual is 10 pages long and it must intro
duce nearly 30 new concepts to the student (e.g., 
hyperspace, sector, warp energy, centon, etc.). 
Consequently, the third session was actually taken 
up with reading and discussing the manual. Early 
in the fourth session however, a couple of the more 
able players were experimenting with the game 
while still keeping one eye on the manual. These 
players were more than willing to model and dis
cuss the correct way to play. When they were not 
playing, they circulated freely among the four sta
tions coaching the students who were playing. In 
fact there was a very high level of cooperation 
throughout in terms of two players jointly manag
ing a game (e.g., one pilot guides the ship while 
the other keeps track of the vital functions and 
t.he ships location), and in terms of the sharing of 
information between computer stations. When
ever someone discovered how to do something or 
discovered how some part of the game functioned 
or what some symbol mean:t, they shouted it out. 
to the group as a whole. This air of.cooperation 
and interaction is also characteristic of LOGO 
programming classes (Hawkins, Sheingold, 
Gearhart & Berger, 1982). 
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Once a few students learned to play, the 
manuals were no longer used to any great degree 
because the children preferred to learn from each 
other. When players got in trouble or when some
thing strange happened, they consulted the 
manual only if no one in the room knew what to 
do. This happened, for example, when one 
player's 11on-board computer" was destroyed -- a 
rare event. The students reached a plateau after 
three 'Play" sessions -- th<'y would destroy some 
enemy ships but, would run out of energy before 
completing the game and end up with low scores 
{expressed humorously as ratings like "Garbage 
Scow Capt.ain" or 11GalacLic Cook Class IV"). So 
we announced a contest such t.hat all who success
fully docked (a pilot must dock at his starbasc to 
take on fuel) would get a coupon for a free ice 
crE'am cone. This galvaniz(•d the group into action 
-- and we saw a complete reprise of their behavior 
at the onset. That is1 everyone buried his nose in 
a manual again. A few figured it out pretty 
quickly and then taught the others. In fact they 
were so cooperative that the better players helped 
weaker players by taking over the joystick at the 
appropriate moment and docking for them. 
Everyone's scores improved but again there was a 
plateau as the students seemed to be stuck at the 
simplest level of the game. They were unable to 
coordinate the many variables to maximize their 
scores -- hence no one advanced beyond the 
11novice 11 level. We believe that two of the boys 
might have done so had they been permitted to 
play indefinitely. The rest of the students were 
tiring of the game and would not have continued 
playing it. lt should be pointed out, however, 
thal it is much harder to keep track of your per
formance and to compare yourself with other 
players in Star Raiders than in Missile Command. 
The main motivating force in Missile Command is 
competition with the machine and with other 
players, in Star Raiden, it is the chance to partici
pate in a. very well simulated microworld {Lawler, 
1982). The Star Raiders were far more likely to 
use appropriate vocabulary than the Missile Com
manders who would, for example, talk about 11that 
little white thing" rather than 11that ABM" or 
11Shoot 11 rather than "fire", 11plane11 rather than 
"strategic bomber" and so on. In fact, the Missile 
Commanders did not seem to be aware of the 
essential theme of the gam< thereby vitiating the 
concern that it trivializes nuclear warfarl:! (Rogers, 
!982j. 

In th<' eleventh session the two c1ubs 
swapped games so they could see what the other 
group had been up to. Despite the fact that the 
Star Raiders group had needed to rely to a great 
extent on the manual to get them into the game, 
they did not even glance at the Missile Command 
manuals before beginning play. Their attitude 
was, in effect, ''Let's see if I can figure this out 
without the manual. 11 Thus there appears to be 
several clues as to why the Star Raiders group 
showed no signs of any important change in their 
cogmt1ve repertoire. First, they invested as little 
intellectual effort in the game as they could get 
away with. Second, there was a great deal of 
absenteeism and, with the turn taking, each stu
dent probably logged no more than four hours on 
the game in total -- a very short 11treatment 11

• 

Although no differences emerged between 
the two groups in terms of the test results, the 
social dynamics engendered by the two games 
were strikingly different. First, it was interesting 
to observe the effect of switching from Pac-Man to 
Missile Command between sessions two and three. 
Many of the top scorers in the Pac-Man tourna
ment performed poorly on Missile Command and 
their pride was badly damaged. Two of the boys 
said things like -- 'This wouldn't be happening if I 
had my own joystick" or "Are you sure there's 
nothing wrong with this computer?" During the 
Pac-Man round-robin players acted as individuals 
and the 11pecking order" was quickly established; 
hence, there was a great deal of free discussion 
about strategy and tactics. It took several ses
sions for this ordering to occur in Missile Com
mand. Scores were very unstable at first, and 
every fifteen minutes a new champion would be 
crowned or someone would get bumped from 
third. The girls were irate at being grouped with 
boys in the triad: "No fair, girls should play 
against girls and boys should play against boys. 11 

They were not overly inhibited ( contrary to find
ings of Weisfeld, Weisfeld, & Callaghan, 1982), 
however, and the girls rather consistently scored 
higher than the boys. Although the top ranking 
player in the end was mah•. t.he '.Jt,ht:r two males 
ended up ninth and tenth. One especially profi
cient lady was awe struck by this state of affairs: 
"God, I beat Richie by a mile." These girls were so 
accustomed to losing in one-on-one contests with 
boys that they couldn't believe their success, espe
cially (in this case) given the very ''macho" nature 
of Missile Command (see Kiesler, Sproull & 
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Eccles, 1983}. ln ·both clubs .there was a tendency 
for boys to ·c_ompare their scores with those of 
other playe~s, whereas girls tended t:o compare 
their curren~ scores to their own highest scores. 

Unlike the. Star •Raiders the members of the 
Missile Command Cli.ib continued to .improve with 
each session. They_ were, in fact, getting 3-4 turns 
to play at each sessjon and· t.he_·game has far fewer 
strategic elements, so steady improvement is to be 
expected. Nevertheless, iilt,crest did seem to wax 
and wane. In ·the fifth and sixth ·sessions players 
invested a fair amount of time in investigating the 
instruction manuals (finally}. Interestingly, no 
one ever got very far into the manual; in particu
lar, no one made it to the ''Helpful Hints" on the 
last page. Had they done so they could have 
increased their scores substantially. 

In the-eighth session we introduced a contest. 
to try and stimulat.e interest and to encourage 
cooperation. Which~ver triad had the player with 
the 11most improved score" during the session 
would win ice-cream coupons. ~·e reasoned that 
to win, the group would take its weakest player 
and coach him/her, forego turns, etc. The 
subtlety went over their heads, however, and the 
only aspect of the rules they understood was that 
improvement in one's score, rather than high 
score, would determine the winner. Hence, every
one went at it with a vengeance and the scores did 
jump dramatically in this and the next few ses
sions (we continued with ihe contest). Normally, 
of course, extrinsic reward reduces motivation to 
perform an intrinsically rewarding task, however, 
recent research suggests that the nature of the 
task can reverse this tendency (Morgan, 1984). 

How much learning occurred then, as chil
dren played Missile Command and Star Raiders? 
Like Pac-Man (Sykora & Birkner, 1982), and 
Break-Out (Sudnow, 1982), Missile Command is 
easy to learn but difficult to master. There are 
many, many- subtleties to these games that are 
crucial to mastery but are only revealed after 
much intelligent practice. It is not enough to 
merely play the game repeatedly; one must test 
hypotheses, search for patterns, and discover rela
tionships. One must discuss the game with other 
outstanding players, read the guide books and so 
on. Although we saw occasional glimpses of this 
kind of intelligent practic,e, it w&& not the dom
inant mode of play. Choosing older children 
might have made a difference and undoubtedly 

our club setting encouraged interaction with 
other children as much as interaction with the 
game. In an arcade or at home, there isn't as 
much social pressure to get a high score each time 
and players can sacrifice a high score in order to 
explore alternative strategies that may or may not 
work. 

With Star Raiders we saw a great deal more 
learning going on, however, only as a means to an 
end. Once players were able to do a reasonable 
job of completing their missions, interest in learn
ing more about the game waned. As we have 
seen, even the best players barely scratched the 
surface of the game's complexity. 3 No doubt older 
students and students playing alone would have 
gone into greater depth. Indeed, this was the case 
with a "visitor, 11 a ninth grade boy who stopped by 
to play Star Raiders on a couple of occasions while 
waiting for his younger brother. Command was 
appealing to virtually everyone, Lhis was not the 
case with Star Raiders. Thus we can imagine 
that, under different circumstances, while some 
players might have gotten more involved with the 
game, the majority would be turned off immedi
ately and never even learn the rudiments of play. 
Our work with Star Raiders did suggest, however, 
that students will read, discuss, question the 
teacher -- do whatever is necessary -- in order to 
gain entree to a difficult game. 

Issues for the Future 

The possibility suggested above, that stu
dents will do some sort of academic 'Work" in 
order to proceed with the game has served as the 
major impetus for subsequent research by Laney 
and his colleagues (e.g., Forsyth, 1985; Hayes, 
Laney, & Evans, in press; Laney, 1985; Thomas, 
1985). That is, there has been an increasing 
emphasis on harnessing the enormous motivating 
power of the video game and its offspring (like 
fantasy adventures, interactive fiction, and simula
tions) to teach school-like subjects. These 
attempts are indeed bearing fruit, suggesting that 
Sutton-Smith may turn out to have won the 
debate after all. 

Interestingly, however, we found that video 
and computer games are much easier to study 
within a Vygotskian (e.g., 1978) as opposed to a 
Piagetian framework. The '"lone of Proximal 
Development" in this case is quite apparent. For 
example, virtual1y all the games we have worked 
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with (about 30 to date) can be played at sev('ral 
1,evels" of difficuhy -- in many games the level i!:

automatically adjusted upward or downward as a 
function of the child:s success rat.e. Many of the 
newer (e.g., post-Star Raiders) games offer on
screen instructions and "demo games" to relieve 
the child, who is unwilling or unable, of the neces
sity of reading the manual or "documentation 11

• 

Other 'J>rops11 which now arc regularly packaged 
with games include maps, clue cards and hint 
books. ln addition, in a great variety of gam(' 
environments which we have investigated over the 
last two years, the level of cooperation among the 
players has always been extraordinarily high. 
Thus novice players can usually count on a great 
deal of coaching, or help from their peers, in figur
ing out how to get around nasty obstacles like 
giant rats. In closing, we note that Vygotsky 
would no doubt be delighted to see '1clevelopment11 

turned on its head in the lab as, on several occa
sions, we have brought together novice teachers 
with expert kids wherein the teachers became 
almost pathetically dependent for guidance and 
encouragement on their junior tutors. 

Notes 

Mannell and Lafave (1979) once accused play 
researchers of taking their topic too seriously. Our title 
reflects a· sincere attempt to ward off any such accusa
tion. This paper is excerpted from Laney (1985a). 
1Subsequent resean:h by others has not substantially 
altered this situation, see for l!xample, Simon and Smith 
(1983), Christie and Johnsen (1983) & Krasnor and 
Pepter (1980). 
2We are grateful to Merrill Harlan and his staff at 
Bicentennial School in Glendale, Arizona and to Atari, 
Inc. for their support of this project. 
3 Another piece of software that we were very interested 
in at the time was Bill Budge's Pinball Con.struction 
Set. Nancy Levine conducted an in-depth study {five 
45 minute sessions) with a single sixth grade player. 
Although this program permits creativity and ''mind
stretching 11 comparable to the finest pre-computer con• 
struction kits (e.g., Fisher-Technik; Advanced LEGO; 
Heathkits), Nancy's subject treated it like a pile of 
blocks. That is, he never set out to systematically build 
anything •• he stayed at the trial and error, pure 
auimilation level. In another recent study Jeanne 
Hoover (1985), a master's candidate in Family Life at 
Utah State University, observed the play behavior of 
pre-school children in several centers including the 
manipulative play center, a sociodramatic play center 
and the computer center. While she did indeed observe 
a greater degree of higher-order play (following 
Smilansky's [1968j model) at the computer center, what 

is inlNesting was that she also observed quite a bit of 
lower•IE>vel 11dramatic:" pla:r around the <.omputer as 
well. 
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The Origins of Computer Literacy 

Anne E. Cunningham 
Scott G. Paris 
Department of Psychology 
University of .Wichigan 

Today:s µersonal computer rapidly presents 
a multitude of information in rich visual and audi
tory modes. Furthermore, a computer is capable 
of providing imm~diatc fl:'edLack to a learner. 
The implications of such a. system and the impact 
computers may have on our method of education 
remain unclear. Computers are already affecting 
children's education in mathematics (Abelson & 
diSessa, 1981) and science (Gorman & Bourne: 
1983; Papert, 1980). More recently, C'.omputers 
a.re beginning to change the teaching of reading 
and writing (Collins, 1983). 

The use of computers requires many of the 
cognitive functions that are involved in reading 
and writing. For example, reading, writing and 
computer use all involve remembering symbol 
strings and all require the ability to manipulate 
sets of symbols for communicative purposes. In 
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addition, all three are embedded in other activit.ic>s 
of Hteracy. Reading for example, is embedded in 
writing literacy: writers revise drafts by rereading 
prev10us entries. Likewise: computing skills 
require reading and writing even during elemen
tary keyboard learning. Thus, computer use 
becomes enmeshed in the acquisition of literacy. 

One of the critical skills involved in literacy 
is the manipulation of symbols. While young chil
dren may have the ability to recognize and form 
symbols, this process can be so laborious when 
performed manually that children often lose track 
of a word or thought they are attempting to 
express (Bereiter & Scardamalia, 1982). A more 
efficient connection between a thought ·and writ
ten expression might be made by providing chil
dren with a tool that circumvents this initial prob
lem of forming each symbol. One such tool is the 
computer keyboard which can compensate for 
children's physical and attentional limitations. 
Another issue involved in children's writing is legi
bility. When the computer is employed, writing 
becomes legible (Levin, Boruta, & Vasconcellos 1 

1983). Fewer motor-control problems may pro
mote less concern with errors, and a higher fre
quency of revisions (Daiute, 1982). 

Significant improvements may be observed 
in children's writing skills through the use of com
puterized programs designed to elicit ideas via a 
series of prompts (Scardamalia & Bereit.er, 1983). 
When children are provided direct assistance with 
the oganization of their ideas, writing skills are 
enhanced. The quality of children's writing, there
fore, may be facilitated directly when limitations 
such as motor, attentional, and planning strategies 
are attenuated. 

Although computers are introduced to young 
children at home and school at progressively ear
lier ages, it is not clear how children confront and 
master the fundamental mechanics of using a key
board. A prerequisite to using the computer for 
learning new skills may be facility with the com
puter and its keyboard. The computer keyboard 
has many symbols that must be organized in spa
tial memory. Interacting with computers also 
requires complex perceptual and motor operations. 
If the task demands of learning how to use the 
computer and learning a new skill prove too diffi
cult, children will not be receiving optimal learn
ing experiences with the computer. Although 
adults routinely receive instruction in key board 

use. children au not traditiona11y taught the 
mechanics of a keyboard. \\"hile earlier machine~ 
(e.g., the Typing Tutor) attempted to provide 
learning experiences for children in a systematic 
manner, their capabilities were limited and educa
tors argued that the ini~ial difficulty in learning 
the keyboard offset the advantages of using the 
machine (West, 1969). Because the literature on 
children's learning of the· keyboard is, however, 
largely anecdotal, empirical· studies are needed to 
examine individual and developmental differences 
in acquiring the skills necessary to use a computer 
to facilitate learning. Because these prerequisite 
skills are the beginning of computer literacy, it is 
necessary to determine the optimal age at which 
children can successfully manipulate symbols and 
recall their location on the. computer keyboard. 

One of the research questions that can be 
addressed is whether letter knowledge is a prere
quisite to skilled key board use. Can children suc
cessfully match stimuli o~ a physical basis, alone, 
or is th~ ~bility to name· _.the stim~li essential? 
Also, the rate.of progress in learning ~he keyboard 
must be determined for· children- of" dtfferent ages. 
For example, will kindergarten children. acquire 
these skills faster· _than preS.choolers? ·Little e~pir-
ical daLa exist ~n these issues. . • 

The purpose of the_ present study was to 
assess how children learn to us.e a computer key
board from their very. first exposure.: Learning 
rates relativ~ to age, practice, ~nd early reading 
abilities were examined to deterJ;I1ine how 
preschoolers acquire the fundamental skills of com
puter literacy. Subjects were required to match 
numbers, letters, and symbols 01:i, the keyboard to 
a model presented on .the· monito~. Data on 
response times and error rates were collected. 
Measures of reading ability were compared to 
determine if early reading 8.bility is related t<? 
child.rel} 's un.derstanding, memory,· and manipula
tion of the keyboard. 

Method 

Subjects. Thirty-two subjects (11 males 
and 21 females) were recruited from four class
rooms in a predominantly middle"':cla.ss. universi~y 
preschool/kindergarten. The mean age of this 
group in October was 5.0 yea.rs; all subjects were 
between the ages of 4.5 and 5.5 years. All testing 
was done between late September and early 
December.' A second group of subjects wa.s tested 
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the following January. Twenty-eight subjf'cts (14 
males and 14 females) were recruited from three 
preschool classrooms in the same university school. 
The mean age of this group in January was 4.0 
years; all subjects were between the ages of 3.5 
and 4.5 years. Testing was completed between 
mid-January and mid-March. The children were 
administ.ered the Reading Subtest. Level I of the 
Wide Range Achievement Test. The first section 
of the WRAT assesses letter knowledge. Subjects 
were also tested on their ability to recite and 
recognize numbers (0-9), the letters of the alpha
bet, and their name. 

Stimuli and Apparatus. The stimuli for 
the test sessions were numbers (0 thru 9), sym
bols: (/ ; ' - -), uppercase letters (H, S, B, A, T, 
U, R, Y, I, X), the uppercase words (GO, CAT, 
STOP, and BLACK), along with each child's 
name in uppercase letters. The stimuli for the 
practice trials were the numbers, the symbols, the 
26 uppercase letters of the alphabet, the words 
UP, RED, BLUE, and HOUSE, along with each 
child's name. All of the numbers, symbols, letters, 
and words were displayed on an Apple Ill monitor 
by an Apple Ile computer. Subjects sat approxi
mately 60 cm from the screen. A five letter word 
subtended a visual angle of approximately 1.88 
degrees. Target onset and timing were controlled 
by the experimenter pressing the space bar which, 
in turn, caused the t3;rget, to be displayed and 
simultaneously started a Mountain Hardware 
clock that was connected to the microcomputer. 
When the subject located and pressed a key, the 
clock stopped. If the subject pressed an incorrect 
key, it was coded as an error. 

Procedure. Subjects were assigned ran~ 
domly to practice and control groups. The prac
tice group received periods of testing and practice 
each week over five weeks. The control group was 
also tested on the first and fifth week, and exposed 
to unrelated computer activity in the interim 
weeks. 

The subjects were tested individually in ses
sions that lasted approximately 15 minutes. Sub
jects were told to look at the monitor screen where 
a symbol would appear following a short presenta
tion of a prompt in the shape of a cross. The sub
jects were told that as soon as they saw the sym-

bol they were to look at the keyboard, locate that 
same symbol, and press the key it was on as 
quickly as possible. Subjects were asked initially 
to attend to the keyboard and to locate an exam
ple of" a number, symbol, and letter. V-.'hen the 
children were successful at this, and the experi
menter felt sure the child understood tht> nature of 
the task, the experimental trials began. Each sub
ject received the same ordering of numbers, sym
bols, letters, words, and their own name. This 
same procedure was foJlowed for all subjects (prac
tice and control) for both testing periods. 

During the second, third, and fourth weeks, 
the practice group received further exposure to the 
keyboard program. The procedure was identical 
to the testing situation except that feedback was 
given when incorrect keys were pressed and chil
dren were given second opportunities to locate 
correct keys. These sessions occured once each 
week, and lasted approximately 30 minutes. 

The control group was exposed to the com
puter in the second, third, and fourth weeks also, 
but they workd with a simple discrimination task. 
The subjects manipulated two colored keys to 
indicate whether two complex shapes were either 
same or different. The control group received 
exposure to the computer in groups of 2-3 chil
dren. Each child played the game once individu
ally and watched others play the game. These 
sessions occurred once a week and lasted approxi
mately 30 minutes. 

Total computer exposure for both groups in 
weeks 2 through 4 was approximately 90 minutes. 
During the 90 minutes, the experimental subjects 
worked alone while the control subjects shared the 
time with one or two other children. 

Results 

Mean reaction times were calculated for each 
subject in each condition for all correct trials. 
Trials on which the subject did not know the 
stimulus or hit an incorrect key were scored as 
errors. Although infrequent, response times that. 
were extreme outliers (greater than 20 seconds or 
more than three standard deviations above the 
mean for that subject) were also scored ai- subjt>ct 
errors. 
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Table 1 displays t.he means for all variablC's 
as a function of age. A 2 (Age) x 2 (Time of Test
ing) x 2 (Group) x 3 (Condit.ion) analysis of vari
ance on the reaction times indicated that the 
effect.s of Time. [_ (l,29)-9.3i and Condit.ion, [_ 
{2,58)-27.52 were significant at the .001 level, 
while the main effects of Age and Group were not 
significant. ( Fs < 1). Thus, we observed that. with 
exposure to the keyboard, children of both ages 
became increasingly faster for some conditions. 
The interaction of Time x Condition x Group, E__ 
(2,58)-4.38 was significant (p< .05). and indicates 
that over time, the practice group 1s advantage 
(i.e., reduction in RT) was greater for som<> condi
tions than for others. Symbols displayed the 
greatest experimental effect, followed by numbers. 
The difference between the two groups for letters 
how<'ver, was negligihlC'. 

- - -----"· ····-- -----

Similar patterns were observ<'d in the error 
data, along with a main effect of treatment. The 
effects of Time, [_ (1,56)-36.58 Group, F 
(l,56)-8.13, Condition, [_(2,112)-66.95 and Age, 
F (1,56)-3.49 were significant at the .001 level. 
Error rates decreased over time; the practice 
group made fewer errors; errors varied by condi
tion, and 3- t.o 4-year-olds were less accurate. 
Furthermore, we observed _ that. over time, the 
practice group bC'came increasingly more accurate 
(Time x Group F (1,56)-14.39 p< .05). Of the 
three conditions. symbols displayed the greatest 
decrease in error rate, followed by letters (Time x 
Condition [_(2,112)~3.82, p< .01). 

Symbols are highly unfamiliar to the chil
dren and their organization on the keyboard is not 
apparent initially. Given these two factors, one 
would expect significant changes with exposure. 

--

Table l 

Ag<". Condition. Tirn<> of Testing. & Treahncnt 

I 

:'1can HC'spons(' Times & Mean !\umber of Errors 
{errors in parentheses) 

~----
1 Age Condit1 
I (yrs.) 
1---- - - ---

----- -- ---·-·1-
Tiiu<· Time OJI 

! 1 2 i· 
' Symbol, !\umbers Let.ters Symbols I Numbers ' Letters L I 

Contro 
3.5-4.5 

Practic 

-
i 6991 4388 5624 ' 621 I 3977 4976 

I ' (I.93) (3.43) i (3.93) (I.71) (3.07) I (4.07) 

7500 4037 5527 ' 4182 2331 4613 ! e 
(4.07) (1.21) (3.29) (2.64) {0.50) (1.43) 

-- '--

Comro 
4.5-5.5 

Pract.ic 

; 6669 I 3654 6564 5364 3201 5289 
I 

(3.94) (1.31) {2.44) (3.63) (1.19) (2.00) 
' I 

7825 ! 3740 6589 4528 2722 4966 
e ! I 

(1.19) 
I 

(3.69) (0.75) (2.25) ! (1.94) (0.63) 
--- --------------- . 
Nole: 5 symbols. JO nu mbers. and 10 letters werr presenlf'd to each subject. 

- , .. -----------
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\\-'bile many children could name and rc,ognizc 
lht:' letters of the alphabet, the organization of 
letters on the QWERTY keyboard has no obvious 
structure to young children, thus their response 
times do not exhibit the dramatic decrease that 
symbols did with practicf'. It is not. surprising 
that numbers exhibited the fastest response times, 
a smaller decrease over time, but a larger experi
mental effect than letters. Numbers arc both 
highly familiar and sequentially organized on a 
single row on the keyboard and, therefore, may 
reasonably lead to larger practice effects. 
Although there wa.or; no difference for response 
times between the two groups, we did observe an 
effect for error rate. 

A median split, of the 4- to 5-year-old sub
ject.!- was performed on the basis of their reading 
ability in order to compare performance of skilled 

and less-skilled readers. The mean raw score of 
the 16 skilled readers (M-28.9, SD 9.05, grade 
equivalent-1.4) was significantly higher than that 
of the 16 less-skilled readers (M-23.4, SD 7.81 
grade equivalent-I.I). !_ (30)-3.61, E_ < .01. 
Table 2 displays their mean response times and 
error rates. 

Among 4- to 5-year-olds, early reading abil
ity interacts with learning rate on the keyboard. 
This relation appears to be particularly strong 
given that the groups of skilled and less-skilled 
readers were formed on the basis of a median split 
of the classrooms 1 rather than having been chosen 
from the extremes of reading skill. Thus, the 
mean differences are. not inflated due to the use of 
extreme groups. The significant interaction of 
Time x Condition x Ability x Group, 

Table 2 

i Reading 

! Skill 

: 
i 
; 

Skilled 

' I 
I Less-skill 

.... 

Reading Skill. Condition, Time of Testing, & Treatment 
Mean Hespons<' Times & Mean Number of Errors 

(erron• in parcnLheses) 

--~ 

! Time Condition Tin1e I 
1 I 2 

Symbols j_l':urnb~ Letters Symbols Numbers 

610'..! 
·r--·-----

i 
5663 5579 3.o31 I ' 2602 

Control ' I (3.38) 
I 

(0.ti3) I 1.38) (3.38) (0.50) 
I 

I 9250 

I 

2975 5325 4374 2455 
Practice 

' (3.75) (0.88) ( 1.88) (2.38) (0.63) 
I 

I 

I 7882 3429 6263 4536 3036 I Control 
( 4.50) (2.00) (3.50) (3.88) I 1.ss) 

6163 

I 
4252 743~ 4041 2923 

Prartice 
(3.63) (0.63) I (2.63) (1.50) (0.63) 

- . . - -
! Nole: Dala are shown for lhe 32 subjt>cts who were at least 4 years-old. 

• Letters ! --

' 
5608 

(0.75) 

4352 

(0.63) 

5611 

(3.33) 

5590 i 
.. (I: ,5 LJ 
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( F (2.36)~3.53, p< .0!i) for response time, demon
strates that with practice. rC'action time decreases 
significantly, particularly for skilled readers on 
symbols and letters. While practice facilitates 
response times for both skillC'd and less-skill<'d 
readers, it is the skilled readers who deriv<> the 
greatest benefit from practice on the keyboard. 

Reading ability was also a significant. factor 
for error rate; skill('d readers responded more accu
rately than less-skilled readers, (Group, F 
(1,28)~8.26, I'_ < .OJ). Skilled readers derived 
greater benefit from keyboard practice than less
skilled readers (Ability x Group, 1'__(1,28)-6.25, l'_ 

< .05). The significant interaction of Ability by 
Condition, ( I'_ (2,56)-5.12, l'_ < .01) suggests that 
prior knowledge may facilitate keyboard learning. 
Planned comparisons demonstrated that reading 
ability was a factor for familiar stimuli: skilled 
readers displayed greater accuracy than less-skilled 
readers for numbers and letters ( l'_ < .OJ). Ability 
was not a factor, however, for unknown stimuli; 
the practice effect for skilled and less-skilled 
readers for symbols did not differ. One implica
lion of these findings is that a child's acquisition 
rate for typing skills is dependent upon the prior 
recognition of the symbols. The ability to name 
the stimulus provides a definite advantage in the 
beginning of computer literacy. If children possess 
these prereqms1te recogn1t1on skills, their subse
quent learning of thr. keyboard may be facilitated. 

Discussion 

The results of this study demonstrat.e that 
children who havf• had no prior experience with a 
keyboard can understand the order and structure 
of th(' board, and can respond differentially after 
relatively brief practice. We deliberately did not 
provide modeling and instruction so that we could 
examine consequences of exposure and practice, 
conditions that are likely to exist in the initial 
interactions of young children with microcomput
ers. 

Previous research suggested that ihe key
board may be too difficult for young children to 
learn and it was probably not worth expending 
instructional effort at such an early age. However, 
the findings of the present study argue against this 
conjecture. The practice group received no direct 
instruction regarding the location of various sym
bols. Yet these young children were capable of 
organizing an initially haphazard set. of symbols, 

as revealed by their decreased response timf>s and 
error rat.es between time 1 and time 21 and in 
their varying response times to the conditions of 
numbers, syrnbols 1 and letters. 

Suprisingly 1 there were no age differences for 
response times; 3- to 4-year-old children responded 
as quickly as 4- to 5-year-olds. The significant 
interaction of Time x Condition x Group for 
respone time demonstrates the facilitating effects 
of simple exposure to the key board. Over time, 
both age groups benefitted from additional prac
tice on the keyboard. 

As predicted, children's performance varied 
rn each condition. Symbols are the most abstract 
condition to young children, and as a result, their 
initial response times were particularly long and 
error rates quite high. However, with exposure, 
not only did they become more familiar, but the 
structure of symbols on the keyboard became 
more apparent. Thus, symbols exhibited a larger 
practice effect than either numbers or letters. 
Although letters have an advantage of being more 
familiar than symbols, their structure on the key
board appears equally random. Numbers have the 
decided advantage. The majority of children 
could name them and perceive their structure on 
the keyboard readily. Thus, while numbers 
displayed the fastest response times and lowest 
error rate of the three conditions, the practice 
effect for numbers was larger than for letters. One 
would expect that even greater efficiency could be 
attained with training and, therefore, it appears 
worthwhile to introduce the basic components of 
the keyboard and computer literacy, to children as 
young as 3 or 4 years of age. 

An interesting finding of this study was how 
prior knowledge interacts with keyboard learning. 
Keyboard acquisition is facilitated when children 
can verbally represent the stimuli. When compar
ing the performance of skilled and less-skilled 
readers, skilled readers displayed significantly fas
ter response times and lower error rat.C"s for 
numbers and letters, symbols whose names they 
knew. No difference, however, was observed 
between the two groups for the unknown stimuli, 
the symbols. Thus, it appears that performance is 
significantly enhanced when children possess not 
only a physical representation, but are able to 
represent verbally the names of each key as well. 
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In summary. this st.udy rcvC'alC'd that 3- to 
5-ycar-olds can learn to identify and match sym
bols on a cornput,C'r kc~·board with relatively brief 
amounts of unstructured pranicr. Error rat.es 
decreased significantly for older children and for 
those receiving practice. As might be exp('Ct.C'd. 
children who had bet.1.er reading skills. lhat is. 
greater_ knowledge' of lt>Uer!:-. words. and dt>roding 
skills, displayed fast.er response times and lower 

error rat~s than less-skilled readers. The greatest 
changes werr observed on familiar stimuli 
(numbers and IC"ttcrs). and the smallest diff"rcnres 
on the other symbols. Thus, we set> that even 
skills usrful for beginning keyboard manipulation 
are embrdded in children·s development. of skills 
related to literacy. 

Not,:> 
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reprints should bf' sent to Anne E. Cunningham, 
Department of Psychology, The University of Michigan. 
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Computer '.\"etworks 
and Education 

Billy Vaughn 
Laboratory of Comparative ,Human Cognition, 

University of California: San Diego. 

This is a brief report of a meeting of the lnterac
tivt' Technology Laboratory (UCSD). Margaret Riel, 
who has a long history of research with computers and 
networks (e.g. Riel, 1985), opened the discussion. The 
focal question was: How can networks help accomplish 
educational goals? The suc:ress£ul use or networks 
depends on the design of a runctional 'learning' environ
ment (c.f. Newman, 1985). Such environments fulfill 
the need to coordinate the various participants in the 
same activity voluntarily, while requiring them to 
attend to the features that map onto educational goals. 
A review of various networking projects provided back
ground for the current 11activit.y approachtt of the lnter
Cultural Learning Network. 

The other speaker, Ezequiel Garber, is a Latin 
American student in the Communication Department 
(UCSD), examining on-going computer networks involv
ing Latin America. Garberi too, is interested in the pro
perties of networking activity that are essential if it is 
to providt> a real advantage to the users. His points 
display the similarity between his interests and Riel's: 
{I) Once a connection is established, people need an 
activity that engages their continuing common interest. 
(2) There must be people who are committed to learn 
on both ends of the system. Each site needs someone 
learning both about the technical matters (how to set 
up a network and operate it) and about the varying cul
tural conditions (what people on thl' other end are 
experiencing in their own context). (3) The computer 
should be understood as a different vehicle for human 
interaction; indeed, its characteristics should be 
interesting to st.udy. (4) Practical issues concerning 
priorities of access to the networking facilities and prior· 
it.ies of use need to be considered. For example, it may 
not. bi:> immediately obvious how networking would be 
advantageous in schools for younger people in some 
countries in Latin America. It could be that access will 
begin with university students. 
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De Lone, Richard }I, (1979, October). Small 
futures: Children, inequality, and the limits of liberal 
reform. (Sondra Buffett), 1(4). 80. 

Dennet.I., D. C., & Hofstadter, D.R. (1982, April). 
The Mmd's /: Fantasies and Reflections on Self B 
Soul. (James A. Levin), 4(2), 36-37. 

Donaldson, Margeret. ( 1981, October). Children's 
minds. (Michael Cole), 9(4), 80-81. 

Elias, Norbert. (1980, July). The civilizing process: 
The history of manners. (Hugh Mehan). 2(3), 74-75. 

Foucault, Michel. (1980, July). Discipline and pun
ish: The birth of prison. (Hugh Mehan), 2(3), 74-75. 

Gallimore, Ronald, Boggs, Joan W ., &. Jordan, 
Cathie. (1977, June). Culture, behavior and educa• 
tion: A study of Hawaiian•Americans (Vol. 2). 
(Paula F. Levin), 1(3), 15. 
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Gallimore. Ronald. & Howard. Ala11 (J:d~.L 
(1977. Jun('). Stuci.ie.1, tr1 a /lawauat1 Co,nmu,1itu: \'u 
Makamaka o l\·a,rnku{1. (Paula F. LP\·in). 1(,1). i::.. 

Garvey. C. {1978, April). Play. l}loy l'ea), 2{2). 3~. 

Goodwin, Charles. (1983, October). Conver.satiorial 
organization: }nteractior, betweer1 speakers and hear
ers. (Alessandro Duranti). 5(4). 92-93. 

Habermas, Jurgen. {1977. June). 
t.ische Hinweise auf <las System 
zungen. ( Jurgen StrPeck}, 1( 3 }, 16. 

Hale, Janice E. ( 1983, October). 
Their roots. culture and learning 
Simmons). 5(4). 93-94. 

llniversalpragma
der kh-A bgren-

Black children: 
styles. (Warren 

Heider. E. R., Cazden, C. D., & Brown, R. (1977, 
February). Social class differences in the effectiveness 
and styli:' of children's coding ability. {Courtney Caz
den), 1(2), 14. 

Hiltz, Starr Roxanne. (1984, October). Online com
munities: A case study of the office of the future. 
(Liam J. Bannon), 6(4), 101-103. 

Howard, Alan. (1977, June). Ain't no big thing: 
Coping strategie.s in a Hawaiian-American commur,
ity. (Paula F. Levin), 1(3), 15. 

Hiihner, K. (1984, July). Critic of .1cientific reason. 
(Alberto Rosa), 6(3), 72-73. 

Huston-Stein, Aletha, &, Wright, John C. (1980, 
April). Children and television: Effects of the 
medium, its content, and its form. {Bruce Watkins}, 
2(2), 41. 

Hutchins, E. (1983, January). Culture and inference: 
A Trobriand case study. (William P. Murphy), 5(1), 
27-28. 

Istomina, Z. M. (1976, September). The dP.velop
ment of voluntary memory in preschool-age children. 
(Sylvia Scribner), 1(1), 12. 

Jackson, W., &, EspinO, L. (1980, October). Cul
tural antecedents of cognitive style variables in 
Mexican-American children. (Esteban Diaz), 2(4), 
92. 

KarmilotT-Smith, Annette, & Inhelder, Barbel. 
(1978, January). ''If you want to get ahead, get a 
theory.• (Roy Pea), 2(1), 19-20. 

Kintsch, W,, & Greene, E. (1979, July). The role 
of culture-specific schemata in the comprehension and 
recall of stories. (Chitra Jogdeo), 1(3), 51. 

Kirk, Lorraine, & Burton, Michael. (1977, Febru
ary). Meaning and context: A study of contextual 
shifts in meaning of Maasai pP-rsonality descriptors. 
(Jean Lave), 1(2), 15-16. Kusterer, K. C. 
(January/April, 1984). Know-how on the job: The 
important working knowledge of un.skilled worker.s. 
(Emily Filardo), 6(1&2), 47-48. 

Langer, E. J. (1981, January). Rethinking the role of 
thought in social interaction. (Barbara B. Brown), 
3(1), 19. 

L(•in. Ll'lura. ! l~J76. ~('ptPmber). You wen talkin 
though. Oh ye~, you was. (Judith Orasanu), 1(1}. 11. 

L1•wis. Miduu•l. &. Rosenblum, Leonard (E,ds.). 
(1917. F('brua.ry). The effect of the infant on its care
grner: The origins of behavi'or (Vol. 1 ), (Margaret. M. 
Riel), 1(2). 16. 

Malcolm. N. (1978, January). Memory and mind. 
(William Hirst). 2(1), 19. 

Malone, Thomas W. ( 1982. April). Toward a 
theory of intrinsically motivating instruction. (Denis 
Newman, & Andrea Petitto), 4(2). 37-38. 

Mandler, Jean M., &. Robinson, Carol A. (1978, 
September). Developmental changes in picture recog
nition. (Michael Cole), 1(1), 12. 

Markman, E. (1978, April). Facilitation of part
whole comparisons by the use of the collective noun 
"family." (Warren Simmons), 2(2), 38-39. 

Markman, Ellen M., &, Siebert, J. (1978, April). 
Classes and collections Internal organization and 
resulting holistic properties. (Warren Simmons), 
2(2), 38-39. 

McGarrigle, James, &, Donaldson, Margaret. 
( I 977, February). Conservation accidents. (Valerie 
Walkerdine), 1(2). 15. 

Mehan, Hugh, &, Wood, Houst.on. (1976, Sep
tember). Th, reality of ethnomethodology. (John 
Dore), 1(1), 11-12. 

Mercer, J. (19761 Sept.ember). Labelling the mentally 
r<tarded. (Michael Prati), 1(1), 10. 

Mercer, J. (1976, September). A policy statement on 
assessment procedures and the rights of children. 
(Michael Pratt), 1(1), 10. 

Miller, Roy A. (1977, February). Do the Japanese 
know how to tell time? (R. P. McDermott), 1(2), 15. 

Mishler, E. G. (1976, September). Studies in dialo
gue and discourse: An exponential law of successive 
questioning. (Maryl Gearhart), 1(1), II. 

Mishler, E. G. (1976, September). Studies in dialo
gue and discourse II: Types of discourse initiated by 
and sustained through questioning. (Maryl 
Gearhart), 1(1), Ii. 

Mishler, E. G. ( 1976, September). Studies in dialo
gue and discourse Ill: Utterance structure and utter
ance function in interrogative sequences. (Maryl 
Gearhart), 1(1 ), 11. 

Oevermann, Ulrich, et al. (1977, June). 
Beobachtungen zur Struktur der sozialisatorischen 
Interaktion (Notes on the structure of socializing 
interaction). (Jurgen Streeck), 1(3), 16. 

O'Gorman, Ned. (1978, September). The children 
ar< dying. (Lenora Fulani), 1(1), 10-12. 

Osherson, Daniel N., & Wasow, Thomas. (1978, 
January). Task-specificity and species-specificity in 
the study of language: A methodological note. (Roy 
Pea), 2(1), 19. 
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Pa pert.. Sey1nour. ( l 9t<l. July). .\fmdstornn: Cfui
drr,1. computers. a,,d powrrfui 1<1tas. /James Le,·in). 
3(3). 59. 

Quint.on. G., & Fellows. B. J. (1976. September). 
"Perceptual" strategies in tht• solving of Lhrcf'-1.erm 
series problems. (Judith Orasanu). 1( 1 ). 12. 

Ramirez. M. (1984, Jul~·). Psychology of the Ameri
cas: Mestizo perspectives or, personality attd merital 
health .. (Esteban Diaz), 6(3). 73. 

Richards, Meredith Martin. (197i, Ortober). 
Come and go reconsidered: Children's use of dcictir 
verbs in contrived situations. (Lois Hood}: 1(4), Hi. 

Richman, Charles, L., Nida, Steve, & Pittman. 
Leslie. {1977, June}. Effects of meaningfulness on 
child free-recall )earning. (Patricia Worden), 1(3), 16. 

Salomon, Gavriel. ( 19801 April). Interaction of 
media, cognitiort, and learning. (Bruce Watkins), 
2(2), 41. 

Salomon. Gavriel. 11985, January). Computers in 
education: Setting a research agenda. (Brock Meeks), 
7( I). 30-31. 

S,ollon, Ron, & S,ollon, S. B. K. (19B0, April). 
The literate two-year-old: The fictionalization of self. 
(William Teale), 2(2), 40•4I. 

Shuy, Roger W. (1977, June). The medical inter
view: Problems in communication. (Sue Fisher), 
1(3), 15. 

Shuy, Roger W. (1977, June). Sociolinguistics and 
the medical history. (Sue Fisher), 1(3), 15. 

Shweder, R. A. (1976, September). How relevant is 
an individual difference theory of personality? 
(Michael Cole), 1(1), 10. 

Simon, Herbert A. (1976, September). The func
tional equivalence of problem-solving skills. (Judith 
Orasanu), 1(1), 12. , 

Sindair, J. Me H., & Coulthard, R. M. (1979, 
February). Towards an analysis of discourse: The 
English used by teachers and pupils. (Robert N. Kan
tor), 1(2), 27. 

Singleton, W. T. (Ed.) (1984, January/April). Th, 
analysis of practical skills. (Joy Stevens), 6(1&2), 48. 

Smith, M. E. (1978, April). Delayed recall of previ
ously memorized material after twenty years. (Wil
liam Hirst), 2(2), 39-40. 

Smith, M. E. (197B, April). Delayed recall of previ
ously memorized material after forty years. (William 
Hirst), 2(2), 39-40. 

Snyder, Lynn S. (1980, October). Pragmatics in 
language disabled children: Their prelinguistic and 
early verbal performatives. (Laura M. W. Martin)i 
2( 4 ), 92-93. 

Soames, S., &. Perlmutter, D. (1980, April). Syn
tactic argumentation and the $lructure of English. 
(Peg Griffin), 2(2), 41-42. 

Spradl<'y. James P .. & Mann. 
April). Tht· cocktail waitress. 
2(2). 3~. 

Brenda J. (1970. 
(William ,. Hall). 

Steff<"nscn. Margar.-t S.~ Jogdeo, Chitra. &. 
Anderson. Ril"hard C. (1979. July}. A cross
cultural pcrspectivE' on reading comprehension. (Chi
tra Jogdeo), 1(3), 51. 

Stoltz, W .. & Tiffany, J. (1976, SepLember). The 
production or "child-like" word associations by adults 
to unfamiliar adjectives. (Mich~el Cole), 1(1), 10. 

Titchner, E. B. (1978. April). Relearning after 
forty-six years. (William Hirst), 2(2), 39·40. 

Tulviste, Peter. {1979, October). On the origins of 
theoretic syllogistic reasoning in culture and the 
child. (Sondra Bullett), 1(4), 73-B0. 

Turgeon, Valerie F., &. Hill, Suzanne D. (1977, 
October). A developmental analysis of the formation 
and use of conceptual categories. (Judith Orasanu), 
1(4), I 5. 

Turner, Roy. {1976, September). Words, utterances 
and activities. (Denis Newman), 1(1), 11. 

Vulpe, S. G. (1977, February). Th, Vulp, a,sess
ment battery, detielopmental assessment, performance 
analysis, program planning for atypically developing 
children. (Courtney B. Cazden), 1(2), 14-15. 

Warren, H. C. (1978, April). Two cases of latent 
memory. (William Hirst), 2(2), 39-40. 

Watzlawick, Paul. (1980, January). How real is 
real? Confusion, disinformation, communication. 
(Sondra Bullett), 2(1), 19-20. 

Watzlawick, Paul, Bevin, Janet Helmick, &. 
Jackson, Don D. (1980, Janu;\ry). Pragmatica of 
human communication: A study of interactional pat~ 
terns, pathologies, and paradoxes. (Sondra Buffett), 
2(1), 19-20. 

Webb, N.M. {1980, January). Learning in individual 
and small group settings. (Sondra Bullett), 2(1), 1B· 
19. 

Wolfram, W., &. Christian, D. (1977, February). 
Appalachian ,p,ech. (Courtney B. Cazden), 1(2), 15. 

Wootton, A.J. (1976, September). Talk in the 
homes of young children. (Maryl Gearhart), 1(1), II. 

Zisterer, Sylvia. (1977, June). Probleme der phylo• 
genetischen Sprachentstehung•Ansaetze zu einer 
Entwicklungsgeschichte menschlicher Sprache. 
(Issues in language origms -- Approaches to a 
developmental history of human language). ( Jurgen 
Streeck), 1(3), 15·16. 
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ARTICLES Pl"BLISHl::J) I.\ Till:\\ OHK-1\-PROGRE~S SECTIO\ 
OF THC LC/IC .\'LH":-!J'TTERS FHO\1 

JA\L<\RY 19~1 THHOl 1GH OCTOBER 198f, 
(Cod(•: Author. Dal£> TillE' lssuP and Pages) 

Anderson, Alonzo D .• Di'az. Esh·bau. & Moll. 
Luis C. (1984. July). Community E.durational 
Resource and Research Center 1 6(3), 70-'il. 

Beach, King. ( 1984. January). Thf' rolP of t>Xternal 
memory cues in learning to becomt' a bartender. 6( I, 
2), 42-43. 

Blank, Randal. ( 1984. January). Videotape analysis 
of a carpenter at work, 6(1, 2), 43-44. 

Laufer, Edjth A. {1984, January). Knowledge organ
ization and recall in a work place, 6(1, 2), 44. 

A\\OTATED BIBLIOGRAPHIES Pl.BUSHED I\ THE JCHD Al'>D LCllC i'iEWSLETTERS 
FROl\1 SEPTEMBER 1976 THROUGH OCTOBER 1985 

(Code: Author iRe,·iC'w Date .'Tit It', RP,·iewer /Issue and Pages) 

Babad, E .. &. Budoff. M. (1976. September). St>nsi
tivity and "alidit)· of learning-pott'ntial mrasurement 
in threE' lrvels of ability. (Mary Cross), J(J ). 10. 

Bahrick. H. P ., Bahrick, P. 0., & Wittlenger, R. 
P. {1978. April). Fifty years of memory for namn• 
and faces: A cross-sectional approach. (William 
Hirst). 2(2). 39-40. 

Barnhardt, Carol. { 1983. October). irLet your 
fingers do the talking:" Computer communication in 
an Alaskan rural sc·hool. {James A. Levin), 5(4), 93. 

Bogartz, Richard. (1977, February). On the mean
ing of statistical interactions. (Michael Cole), 1(2), 
16. 

Bowen, Elenore Smith. (1981, January). Return to 
laughter. (Michael Cole), 9(1), 18-19. 

Bransford, J., &. Franks, J. {1978, January). 
Toward a framework for understanding learning. 
(William Hirst), 2(1), 19. 

Bransford, J., McCarrell, N., Franks, J., &. 
Nitsch, K. (1978, January). Toward unexplaining 
memory. (William Hirst), 2(1), 19. 

Bruner, J. S., Jolly, A.,&. Sylva, K. (Eds.). (1978, 
April). Play--lts ro/,: in d,:1u:lopm,:nt and evolution. 
(Roy Pea), 2(2), 39. 

Budoff, M., &. Corman, L. (1976, September). 
Demographic and psychometric factors related to 
improved performance on the Kohs learning-potential 
procedure. (Mary Cross), 1(1), ID. 

Capra, Fritjof. (1978, January). The Tao of physics: 
An up/oration of the parallels between modern phy
sics and east,:rn mysticism. (Margaret M. Riel)i 2(1), 
20. 

Chukovsky, Kornei. (1981, October). From two to 
liH. (Michael Cole), 9(4), 80. 

Churl'h. Joseph. (1977, October). Psychology and 
the social order. (R. P. McDermott), 1(4). 16. 

Cicoure] Aaron V. (1977, June). Discourse and text. 
(Sue Fisher), 1(3), 15. 

Cicourel, Aaron V. (1977, June). Interviewing and 
memory. (Sue Fisher). 1(3), 15. 

Coulthard. M. (1979, February). An introduction to 
discourse analy.sis. (Robert N. Kantor), 1{2}i 27. 

D' Andrade, R. G. I I 976, September). Memory and 
the assessment of behavior. (Michael Cole), 1(1), 10. 

De Lone, Richard H. (1979, October). Small 
futures: Children, inequality, and the limit.s of libt:ral 
reform. (Sondra Bullett), 1(4), 80. 

Dennett, D. C., &. Hofstadter, D.R. (1982, April). 
The Mind's I: Fantasies and Reflections on Self 8 
Soul. (James A. Levin), ./(2), 36-37. 

Donaldson, Margaret. {19811 October). Children's 
minds. (Michael Cole), 9(4), 80-81. 

Elias, Norbert. (1980, July). The civilizing process: 
The history of manners. (Hugh Mehan), 2(3), 74-75. 

Foucault, Michel. {1980, July). Discipline and pun
ish: The birth of prison. (Hugh Mehan), 2(3), 74-75. 

Gallimore, Ronald, Boggs, Joan W ., &. Jordan, 
Cathie. {1977, June). Cultur,:, behavior and educa
tion: A study of Hawaiian-Americans (Vol. 2). 
(Paula F. Levin), 1(3), 15. 
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COPYRICIIT: The appearance of the code al the Lo11om of the pag<• of an article in this Newsetter indi
catc>s that the Publisher gives consent for individual copiC's of that ar1icl<' t,o be made for personal or inter
na.l USC'. This consent is given on the condit.ion. however. that -- for copying h<'yond the limited quantities 
permiUf'd under Fair Lise (Sections 107 and 108 of the L.S. Copyright Law) -- the copier pay the stated 
per-copy fee (for t.his Newsletter. $1 per article) through the Copyright ClearanC'e Cent.er, Inc., 21 
Congrf'ss Streel. Salem. MA 01970. This consent does not extend to other kinds of copying, such as 
copying for gE"neral distribution. for advertising or promotional purposes. for creating new collective works, 
or for resale. 

SUBMISSIO!'s OF MANUSCRIPTS: If your work has important implications for characterizing the way 
people use their minds and organize their lives, we would like to encourage you to submit a brief (6 to 15 
pages) article for consideration. As a newsletter rather than a journal, this publication provides a forum 
for discussing issues that are difficult to discuss in typical journal outlets. It is a good place to try out 
new ideas or report new techniques; authors often get feedback from other subscribers. Please keep in 
mind when preparing a manuscript that our readership is unusually broad (anthropologists, psychologists, 
linguists, sociologists, educators 1 and public policy people are all among our subscribers) and avoid jargon 
that is familiar only to researchers in one field. Also try to keep references to a minimum; it is the ideas, 
not the scholarly pedigree, that concerns us. 

We would also like to encourage you to contribute items to our annotated bibliography section on an 
ad hoc basis. Any book or article that you have read recently (old or new) that you are enthused about 
and want to share with others is a likely candidate. 

Please send three copies of a11 submissions and use the style suggested by the American Psychological 
Association for your references. All figures and illustrations must be submitted in original, camera-ready 
form. 

NOTICE OF SUBSCRIPTION RATE CHANGE: In order to help cut our losses we unfortunately had to 
increase our subscription rates, effective January 1, 1982 to $15.00 per year. Student rates remain $10.00 
per year. Effective January 1, 1982. single and back issues are also available for $4.00 each. 

Additional support for the' New,letter has been provided by a grant from the Carnegie Corporation, No. 
DC15-06/86-Cole. 
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Name· ___________________________ _ 
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_____________________ Zip 

Please enter my subscription to The Quarterly New,lettcr of the Laboratory 
of Comparative Human Cognition. 

years at $15.00 per year I am enclosing $ 
I am enclosing $ 

for 
for years at $10.00 per year (student) 

Please make your checks payable to LCHC Newsletter and mail them to: 

Peggy Bengel 
Subscription Manager 
Laboratory of Comparative Human Cognition, X-003 
University of California, San Diego 
La Jolla, CA 92093 

Foreign Subscribers 
Please add $5.00 
to cover air mail cost. 

MOVING? 

PleasE' givE' us as much 
advanc:e notice as possible 
and avoid missing an issue 
of the Newsletter. 
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