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It is now relatively common to find critiques of the 
strict, laboratory-based experimental approach to the 
study of learning, problem-solving, and memory. The 
two major sources of concern are that the structure of 
laboratory tasks are not representative of the everyday 
tasks with which people in real-life settings must con­
tend, and that with few exceptions laboratory studies 
seldom control for setting or experimenter effects. 

One solution to the dilemma posed by basing our lab­
oratory studies of learning on tasks and procedures 
which are not "ecologically valid" is to undertake fine­
grained, environmentally-based observational work 
(e.g., Brown, 1975; Brown & Campione, 1978; Butter­
field, 1978; see also Cole & Scribner, 1975; Cole, Hood, 
& McDermott, 1978). Unfortunately this is far more 
easily called for than accomplished. One reason is that 
we lack an accumulated body of descriptive accounts of 
such behavior which would make comparison and con-
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trast possible (though the work of Charlesworth, 1978, 
is promising in this regard), and which would thereby 
allow us to test our conceptual notions about what 
distinguishes one kind of task, performance, or behav­
ior from another. As a result we cannot yet answer the 
question of whether a laboratory task is "representa­
tive" of real-life tasks, because (a) we do not have any 
systematic knowledge of what real-life tasks exist "out 
there," and (b) we do not know what demands, cogni­
tive or otherwise, such tasks make on individuals and 
therefore have no conceptual scheme for gauging degree 
of "representativeness." In addition, while we appre­
ciate that everyday tasks, by their nature, are embedded 
in an on-going ''stream of behavior'' we are not yet able 
to reliably predict in what way(s) the environment actu­
ally impinges on the person or on the task itself. Thus 
while observational researchers typically include setting 
and participant effects in their studies they have yet, in 
this area of research at least, to systematically analyze 
these effects. As in laboratory settings they remain ill­
understood confounding variables. 

The present paper provides descriptive material of 
everyday "memory" tasks collected from observations 
of public school classrooms for trainable mentally 
retarded (TMR) students'. In addition it proposes a 
multi-dimensional classificational scheme for under­
standing these tasks which includes aspects of the task 
and of the task environment as well. We believe that 
school-related tasks cannot be defined or categorized 
through the exclusive use of unitary "objective" cri­
teria; and that any classificatory scheme ultimately has 
value only insofar as it mirrors how the culture struc­
tures, and the student perceives, such tasks, 

1For the purposes of this discussion we consider ''everyday'' 
tasks to include both school-( or curriculum-) related tasks and 
"daily living" tasks. In reality there may be some overlap 
between laboratory and school-related tasks which is not 
shared with living tasks in that many laboratory tasks are often 
derived from or considered parallel to formal schooling exper­
iences (see Cole, Sharp, & Lave, 1976). However, the cur­
riculum in these TMR classrooms tends to emphasize prag­
matic, everyday skills, and a large percentage of classroom time 
is undirected time which seems to allow the students to engage 
in self-initiated activities. In this sense the classroom and the 
tasks found there share characteristics with ''everyday" settings 
and tasks. 
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Design and Procedure 
Our research was conducted in three age-graded class­

rooms of a special day school for trainable mentally 
retarded learners. The students ranged in age from 6 to 
14.9 years and had IQ scores spanning 25 to 55. Most of 
the children and adolescents were from middle-class 
families and lived at home. 

We used naturalistic observation techniques-the 
observation and recording of verbal and nonverbal 
behaviors in their natural settings (Bogdan & Taylor, 
I 975)-carried out over a three-year period. During that 
time the researchers were able to develop an extensive 
data base and to become familiar with their subjects so 
that their presence was no longer obtrusive (Pelto, 
1970). 

Our initial guiding strategy in these observations was 
to focus on a wide variety of everyday tasks. We used 
two criteria for regarding a behavioral episode as a task: 
(I) the student must recognize a behavioral demand 
(whether self- or other-imposed) which we could also 
recognize through the student's subsequent verbaliza­
tions and/ or other behaviors; and (2) we must be able to 
define two separately identifiable states which are func­
tionally linked to each other through the student's 
behavior. The actual functional behavior we define as 
performance. These definitions are purposely broad so 
as not to ignore any situation properly considered a task 
for the child or any behavior regarded in some sense as 
performative. 

Observers spent hundreds of hours in the classrooms 
observing all major periods of classroom activity such as 
reading lessons, workshop simulation activities, recess, 
lunchtime, music periods, etc. They maintained field 
notes of the behaviors they observed, noting with care 
any aspect of the situation, the participants, their 
actions, the task, or any materials in use which could 
conceivably have been noticed and hence evaluated 
and/or acted upon by the student learner. 

From the total record of everyday tasks which we are 
now in the process of assembling and ordering, we 
selected the representative sub-sample of "memory 
task" items listed in Table I. We decided a task had a 
memory component if (I) a teacher (or other adult) 
keyed a student's task-related performance with some 
verbal instruction to remember or with some reference 
to a past skill, project, event, etc. ( or the student 
him/herself did so); and/or (2) we were able to identify 
the skill or experience undertaken by the student as 
something already encountered by him/her in the past­
that is, we used our long-term involvement with the 
knowledge of these students and their learning environ­
ment to build up a "file" of items of which students 
should have memory. 

TABLE 1 
Memory Tasks at a School for TMR Children 

1. In a typical "Going-on-a-trip" game teacher asked W. to repeat 
the five items other children before him have mentioned. 

2. C. wrote his name on his completed art project when not 
specifically told to do so. 

3. The teacher asked M. to say his telephone number. 
4. In a verbal response game the teacher varied the order and com­

bination of "address category" questions-e.g., "What is your 
street?" "What is your state?" 

5. B. had to repeatedly respond in the refrain section of the song 
"This Land Is Your Land" ... (see Item #6). 

6. (From Item #5) with the lyrics: ''This land is your land; this land is 
my land ... (etc.)." 

7. The speech teacher told M.: "When you see D ... " (see Item #8). 
8. (From Item #7) " ... tell D. to come see me" (continued in Item 

#9). 
9. (Continued from Item #8) When M. saw D ... (see Item #10). 

10. (From Item #9) M. said: "D., go see Mrs. G. [the speech 
teacher]." 

11. The teacher asked the class if they recalled a previous lesson. 
12. M. had to set up the school phonograph so that he and others 

could dance to music during free time. 
13. Class had to recite the Pledge of Allegiance. 
14. Teacher asked K. if she remembered the names of her siblings 

who would be attending "Sibling Day" at the school. 
15. Teacher asked J. to remember a list of food items which J. had 

"written" on a sheet of paper (child can neither read nor write) 
when teacher was absent. 

16. J. passed through cafeteria line getting all items (food, utensils, 
napkins) he needed for lunch. 

17. During daily graduation rehe;mal S. had to attend to the musical 
cue which would indicate it was time for her performance, 
and ... (see Item #18). 

18. (From Item #17) S. had to remember the actual dance steps which 
she was to do during the song "Did You Ever See a Lassie?" 

19. F. wished to neatly tear a page from a magazine as he had been 
shown the day before. 

20. F. tried to find recipes in a magazine for a self-generated project. 
21. At the end of the school day M. had to remember to do his weekly 

assigned classroom "chores," which included ... (see Item #22). 
22. (From Item #21) inverting the chairs and placing them seat.side 

down on the tables. 
23. Teacher told L. to put classroom objects away where they belong. 
24. N. decided to put a classroom object which was out of place on 

the floor onto an empty shelf. 
25. In the math bingo game M. was designated the "caller" and had 

to remember the name of a number and geometric shape. 
26. In the math bingo game M. (and the other players) had to 

remember how to both play and win. 
27. In the math bingo game M. had to remember to turn over the 

numbered cards after announcing them (as the teacher had shown 
him so that he wouldn't get confused). 

28. In doing her math workbook problems L. had to remember the 
meaning and use of"+" and " - " symbols. 

29. In doing her math workbook problems L. had to remember the 
steps necessary to solve the following math problem: 

N(c!> 'f ♦) - N(Q) ~ ~~· 
30. The teacher to!~ D. to use her "arithmestick" (a plastic, abacus­

like counting device) to solve the addition problem. 
31. M. began to count on his fingers when he saw the math problem 

on his worksheet (see Item #32). 
32. (From Item #31) in counting on his fingers M. had to remember 

how to use his fingers to count and manipulate the numbers from 
the math problem before him. 

33. During the morning calendar exercise J. had to identify the 
numbers which the teacher had removed from the calendar while 
J. followed instructions and kept his eyes dosed. 

34. W. had to identify functional words (e.g., "poison," "stop," 
"danger") from flashcards presented by the teacher. 

Insofar as possible, our description of task items in 
Table I reflects how the task was originally presented to 
the student. Although our methods do not permit us to 

2 The Quarterly Newsletter of the Laboratory of Comparative Human Cognition, January 1980, Volume 2, Number 1 



know whether the student defined the task in the same 
way we did, we can at least make some judgment as to 
the task with which the student was initially confronted. 
Some of these tasks are ones which teachers would 
define as "memory development" tasks, while others 
seem to involve memory as only one component of a 
larger task. Some items are highly routinized and are 
probably overleamed by the students; others involve 
novelty in some way. Our operating assumption is that 
all memory tasks, no matter how different from each 
other or how intractable to a standard universal defini­
tion, bear a "family resemblance" to one another which 
makes them amenable to conceptual analysis. 

Dimensions of Everyday Tasks 
We have examined the variety of tasks listed in Table 

I as well as the classroom situations in which these spe­
cific tasks were actually embedded. Our intention has 
been to develop as many dimensions of contrast as pos­
sible to describe these tasks. By doing so we hope to dis­
cover new ways of thinking about everyday tasks, to 
isolate features of tasks or task-environments which 
elicit learning success or failure by students, and to pro­
vide direction in a future probe of those dimensions 
which actually are salient for student learners. To date 
we have identified five dimensions which describe our 
data. These are listed in Table 2. 

TABLE2 
Dimensions of Everyday Memory Tasks 

a. Problem presenting environment: 
a 1-teacher or other familiar adult-structured problematic 

situation 
a2-child-structured problematic situation 

b. Task demands calling for memory of or awareness of: 

b 1-unconnected words, numbers, symbols 
b1-semantically connected words (e.g., messages, song lyrics) 
b3-location 
b4-an indication that some action, verbal or nonverbal, is 

required 
b5-events to be remembered as whole 
b~number of steps sequentially arranged 

c. Frequency of task occurrence: 
c1-daily occurrence 
c2-frequent occurrence but not daily 
c3-irregular occurrence 

d. Predictability of response set: 
d1-type of response and task content are always the same 
d2-type of response and task content always vary 
d3-type of response is the same; task content varies 

e. Feedback system: 
e 1- teacher and child come to "agreement" as to what counts as 

correct or accej:,table response 
e2- child is left on his/her own to decide what "counts" as accept­

able response 
e3- child is "informed" by the situation that his/her response is 

acceptable or unacceptable 

Dimension a represents the way in which tasks come 
into the learner's awareness. Tasks are either structured 

by the teacher or another familiar adult (a1) as in having 
the learner state her address (Item #4 of Table 1) and 
telephone number (Item #3), or by the individual 
students (a,) as in writing his name on a finished art 
project (Item #2) and in recalling the steps to operate the 
record player (Item #12). With some of these student­
structured tasks, although the teacher may be the one to 
initiate the action, as when she takes the class to the 
cafeteria line (Item #16) or assigns them a number of 
math workbook problems (Items #28 and 29), it is then 
left to the individual students to proceed with the task 
demands on their own. 

Dimensions b through d document aspects of the task 
itself. Category b refers to the kinds of memory demands 
which this school culture places on its students. Uncon­
nected words, numbers, and symbols (b1) are stressed to 
be remembered as a child's name (Item #2), a telephone 
number (Item #3), a list of foods (Item #15), or when 
confronting the + and - symbols in math workbook 
problems (Item #28). The students are also called upon 
to remember semantically connected words (b,) as in 
delivering a verbal message (Item #8) or reciting the 
Pledge of Allegiance (Item #13); places where objects 
are located (b,-e.g., Items #20 and 23); an indication 
that some action, verbal or nonverbal, is required 
(b,--e.g., Items #5 and 17); and certain events which are 
meant to be remembered as a whole (b,-e.g., Item 
#11). Finally, the students are called upon to remember 
how to do something which involves a finite number of 
steps sequentially arranged (b6), as the steps required in 
setting up a phonograph (Item #12). 

We have also been able to meaningfully group tasks 
on the basis of the frequency of their occurrence in the 
classroom. Some tasks (c,) occur daily such as the 
Pledge of Allegiance (Item #13) or on a daily basis for a 
short period of time while the class is engaged in a par­
ticular project such as the graduation rehearsals (Items 
#17 and 18). Other tasks, such as the "Going-on-a­
Trip" game (Item #1), are frequent but not daily occur­
rences (c,). Finally, a third group of tasks (c,) occurs very 
irregularly, and are therefore not as likely to have a pat­
terned response set available to the student (Items #15 
and 20).' 

Dimension d groups tasks on the basis of how predict­
able the response is to the student. We distinguish tasks 
in which (I) both the type of response and its actual con­
tent are always the same (d1) such as the Pledge of 
Allegiance (Item #13); (2) both the type of response and 
the actual content vary with each new problem­
presenting instance (d,) such as the placement of an ob­
ject which was found on the floor onto an available 
empty shelf (Item #24); and (3) the type of response is 
typical but the actual content varies (d,) such as a student 

2 Additionally we feel that the difference between a learner's 
first encounter with a task and subsequent encounters rbay 
prove to be important. Our intention is to examine this distinc­
tion more systematically when we look at actual performance. 
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having to do a daily classroom chore while the chore 
itself changes from week to week (Item #21). 

Category e reflects the type of feedback (if any) the 
student receives on his/her task performance. We have 
found that feedback to the student comes about in one 
of three ways: (I) the teacher and student come to an 
agreement as to what counts as an acceptable response 
(ei); (2) the student is left to him/herself to judge 
whether the demands of the memory tasks have been 
fulfilled (e,); and finally (3) something intrinsic to the 
task provides feedback, such as a phonograph which 
will not work if the steps necessary to start it were not 
followed (e,). 

RESULTS AND DISCUSSION 
Each of the 34 memory items in Table I were scored 

by two independent raters according to the dimensions 
of contrast listed in Table 2. Overall interrater reliability 
was .96. Agreement indices for each dimension are as 
follows: .97 for dimension a; .97 for b; 1.00 for c; .94 
for d; and 1.00 for e. A list of these dimensional sets is 
given in Table 3. 

I. 

2. 

3. 

4. 

5. 

6. 

7. 

8. 

9. 

IO. 

11. 

12. 

13. 

14. 

15. 

16. 

17. 

TABLEJ 
Dimensional Sets for 34 Memory Tasks 

at a School for TMR Learners 

a1 b1 c2 d3 e1 18. a1 b6 c1 d1 e1 

a2 b1 c1 d1 e2 19. a2 b6 c3 d1 e3 

a1 b1 c2 d1 e1 20. 02 b3 C3 d3 e3 

a1 b1 c2 d3 e1 21. a2 b-, c1 d3 e1 

o1 b4 c2 d1 e2 22. 02 b6 C2 d1 e1 

a1 b2 c2 d1 e2 23. a1 b3 c2 d 3 e2 

a1 b4 c3 d2 e2 24. a2 b3 c2 d3 e2 

01 b2 C3 d2 e2 25. a1 b1 c2 d3 e1 

a2 b4 c3 d1 e2 26. a2 b6 c2 d1 e1 

a2 b2 c3 d2 e2 27. a2 b6 c2 d1 e1 

a1 b5 c3 d2 e2 28. a2 b1 c2 d1 e1 

02 b6 C2 d1 e3 29. a2 b6 c2 d3 e1 

a1 b2 c1 d1 e2 30. a1 b6 c2 d3 e1 

a1 b1 c3 d3 e2 31. a2 b4 c2 d1 e2 

a1 b1 c3 d 2 e; 32. a2 b6 c2 d3 e1 

a2 b6 c1 d3 e1 33. a1 b1 c1 d3 e1 

a1 b4 c1 d1 e1 34. o1 b1 c2 d3 e1 

The 34 items selected for analysis here were intended 
to be representative of the range of tasks and task envi­
ronments in these classrooms. Although we probably 
have not exhausted the variability to be found in tasks 
and task environments we feel that these do offer a use­
ful guide to understanding everyday tasks. In addition, 
even though it was not our specific intention to examine 
the levels of demand placed on students in TMR class­
rooms we can use these 34 dimensional sets as basic data 
for understanding how memory demands are actually 

structured there. In this context, a number of note­
worthy findings emerged. 

First, the most obvious finding was the high degree of 
routinization in this setting for teacher and student alike. 
Of the 34 tasks, 25 (.74) have values of either c, or c, and 
d, or d3 indicating that the vast majority of tasks occur 
daily or "frequently," and require the same type of 
response (from the teacher's point of view) while the 
actual content of the response may vary. In contrast 
only 6 of the 34 items appear to be truly "unfamiliar" -
occurring infrequently (c,) and requiring a novel 
response (d2). • 

The second interesting finding W'IS that three values of 
dimension b account for an extremely large share of the 
variability, 24 of the 34 items (.71). In other words, the 
greatest memory demand (in terµis of frequency of 
occurrence) involves the recollection of words, numbers, 
and symbols remembered individµally (b1) or in some 
longer, semantically meaningful ~equence (b,), or of 
procedures for doing things (b6). Clustering b,, b2 , and 
b6 values with values of ot!Jer dimensions provides 
limited but additionally suggestive evidence bearing on 
the nature of this task environment. Of 14 b,lb 2 tasks, 
II (.79) are a, tasks and I!) (.71) are c, or c, tasks as well. 
That is, the majority of verb;tl memory demands are 
teacher-initiated and occur on a daily or frequent basis. 
Much the same pattern emerges :with b6 tasks. While b6 
tasks tend to be student-initiate<j (8 of 10, or .80) they 
also tend to be daily or frequent in occurrence (9 of 10, 
or .90). In addition all b6 tasks (10 of 10) are either d, or 
d3 tasks (that is, the type of response is always the same 
though the actual content of the response sometimes 
varies). Combining all 24 b1, b2, and b6 tasks we see that 
19 of them (.79) have values of eitherc, or c, andd, or d3, 

further highlighting a very ''familiar" environment. 
Third, an unexpected outcome of our observations of 

the task environment was' an inability to consistently 
divide task responses intp c,itegories of "rigbt" or 
"wrong." Of greater saliepce within the classroom set­
ting, was the question of whethfr a response was accept­
able and who decided that it w~ so. Whether a response 
was "actually" correct or incorfect (such as the answer 
to a mathematics problem) seemed to be less important 
to the teacher than the fact that a response was called for 
and given. 

In making a distinction between correct responses and 
acceptable ones it is interesting to note that our sample 
of 34 items contains no example of "acceptability" as 
solely determined by the teacher. When it is not situa­
tion-dependent (dimension e,) or student-dependent (e,), 
acceptability comes about through an interactive process 
between teacher and student (e,). We have come to think 
of this process as a dance-like "pas-de-deux" (see also 
Cicourel, 1974; Mehan, 1979). In this process the 
teacher typically makes a demand, the student further 
adjusts the demand, the teacher responds, and so forth 
until the two reach an agreement on what is to count as 
acceptable performance. The final task for the student is 
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therefore two or more steps removed from the original 
demand. 

Though we are still documenting the frequency with 
which this pas-de-deux occurs, initial indications are 
that it is relatively high (17 of the 34 tasks in Table I have 
an e, value). If this does indeed prove to be the case we 
feel justified in arguing that the seemingly poor class­
room performance (from an "objective" point of view) 
of TMR learners even on highly routinized tasks is par­
tially a result of the greater value attached to "accept­
ableness" over "correctness." For example, neither 
teacher nor student seems to care that the Pledge of 
Allegiance be learned "by heart." Apparently each is 
mainly concerned that an acceptable level of sound be 
produced which, in its modulation and with a few "cor­
rect," audibly distinct words here and there, follows the 
recording of the Pledge which is playing in the back­
ground. It is fair to say, we feel, that these TMR stu­
dents find few classroom situations in which they are 
expected to remember "correctly." The implications of 
this observational finding for various kinds of memory 
testing with their emphases on correct answers should be 
obvious. It should be equally clear that any cognitive 
analysis, even if methodologically feasible with everyday 
tasks, may be directed to the wrong task-one with 
which neither the student nor the teacher is concerned. 

Finally, our micro-level approach to everyday mem­
ory demands reveals additional complexity with the 
cognitive analysis of everyday tasks. We believe that 
although many everyday demands involve a kind of 
"set" problem for the student, many others involve 
attention to shifting values of the dimensions which 
define the task and its environment and which become 
part of the cognitive "load" on the student. Items #5-6 
of Table I, for example, define two components of what 
might otherwise be mistakenly regarded as one single 
task. This is true for Items #17-18 as well. While values 
for the a, c, d, and e dimensions remain constant, the b 
values change from memory for a "cue" (b,) to (I) 
memory for semantically connected words (b,) in Item 
#6 and (2) memory for a number of sequentially arranged 
steps (b6) in Item #18. 

A more complex "translation" process may be found 
in Items #7 through 10. In this case only 3 dimensions (c, 
d, and e) remain constant; the actual memory demand 
alternates between a cue (b,) and a sequence of words 
(b,) and the initiator of the action changes from the 
teacher (a, in Items #7 and 8) to the student (a, in Items 
#9 and JO). We believe that these sometimes subtle shifts 
in task definition are relatively common in everyday set­
tings and produce meta-level cognitive demands-e.g., 
the student's "recognition" that s/he is the initiator of 
an action when originally it was the teacher-which 
transcend the "simple" demands of the task itself. 

CONCLUSION 
The goal of our analysis has been to develop a scheme 

for categorizing everyday memory tasks and discovering 

any underlying patterns in these tasks. We also feel that 
our data directly bear on the more general issue of the 
relationship between "everyday" and "laboratory" 
tasks. 

FIGURE 1 
Different Approaches to the Study of Tasks 

PLACE 
WHERE 
STUDIED 

I 
:s 

ORIGINAL LOCATION OF TASK 

LABORATORY NON-LABORATORY 
SETTING SETTING 

A C 

B D 

To date, we believe researchers have been concerned 
with four basic types of studies of tasks. These are 
represented by the 4 cells in the 2 x 2 matrix in Figure I. 
We compare the kinds of tasks-Le., whether they were 
developed for use in the laboratory or in other set­
tings-with where the tasks are actually studied-Le., in 
the laboratory or in non-laboratory settings. In Cell A 
we place typical memory tasks such as serial recall, 
problem-solving tasks such as the Tower of Hanoi puz­
zle, and the like. These evolved in the laboratory and are 
used to study cognitive processes. In Cell D we place the 
kind of tasks studied here, and represented by Table I. 
These are tasks created by teachers and students for each 
other and themselves. The tasks in Cell B are adapta­
tions of laboratory-based tasks for use in other settings. 
This strategy is common in cross-cultural studies, and 
usually involves manipulating the content and materials 
of the task so that they are "culturally appropriate" (for 
one example of such an approach see Cole, Gay, Glick, 
& Sharp, 1971). Often such studies explicitly examine 
performance on these tasks over time in order to make 
comparisons across settings. The strategy for studying 
Cell C tasks involves assessing how certain tasks are for­
matted and contextualized in a given "natural" setting 
and then modeling one's experiments on this pattern 
(see, e.g., Lave, 1977). 

Since our initial interest was the interrelationship of 
Type A and D tasks we analyzed three typical Type A 
memory tasks in terms of the conceptual scheme devel­
oped here. Interestingly the three tasks-free recall, 
serial recall, and paired-associate learning-all have 
similar dimensional sets. Thus we found that all three 
laboratory tasks emphasize recollection of isolated 
words (b,) and initially occur quite irregularly (c3). Two 
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of the tasks (serial recall and paired-associate learning) 
have the same response type (i.e., the verbalization of a 
single word) with variable content (i.e., different words 
on each of the trials) (d3). The third task (free recall) re­
quires that the type of response and task content are 
always the same (d1). In terms of the memory demand, 
the novelty of the task, and the type of response called 
for, these laboratory tasks have counterparts in the 
classroom environment. Indeed we found one task (Item 
#4 in Table 3) which has a pattern identical to these 
laboratory tasks-b ,c3d3• 

Type A and D tasks differ in the a and e dimensions. 
All Type A tasks involve an outsider who is responsible 
for presenting the task, and we created a new value (a3) 

to represent this dimension. We do not feel, however, 
that this difference is a significant one as students in 
classrooms frequently encounter new persons-substi­
tute teachers or aides, new volunteers, administra­
tors-who assign them tasks. Dimension e represents a 
more important difference. Laboratory tasks require a 
single person to make a unilateral judgment on the cor­
rectness of the response. Not only is the emphasis on 
correctness, but also there is no feedback to or negotia­
tion with the subject on the satisfactoriness of the lat­
ter's response. As we have seen, this is quite unlike the 
classroom setting. As a result no classroom task we 
observed has a structure identical with these three labora­
tory memory tasks, and none of these laboratory tasks 
taps the wide range of different task types (28 in even 
our limited sample) actually confronted by student 
learners. 

Although studies of tasks as represented by Cells A and 
D are not without their problems, they seem to be "pure" 
forms of a method of analysis and type of task. The ap­
proaches represented by Cells B and C on the other hand 
seem to be "compromises" desirable on methodological 
grounds-Cell B studies achieve the generalizability that 
conventional laboratory tasks are said to lack and Cell C 
studies provide more control over and reliability of task 
performance in which non-laboratory tasks are said to be 
wanting. Thus both Type Band C tasks attempt to bridge 
the "gap" between laboratory and non-laboratory set­
tings. Our limited goal in this paper has been to suggest 
one classificational framework within which all tasks can 
be grouped. We feel that further research needs to be 
done to fully understand "tasks," regardless of the setting 
in which they were originally developed or actually 
studied. This is a critical first step in our eventual 
understanding of the demands we place on youngsters 
and the nature of their task-related competencies. 
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Those who study cognitive development with a struc­
turalist model have traditionally relied on Piaget's 
methode clinique as the primary method for gathering 
data. In the social cognitive realm, this bias has con­
tinued. For instance, Kohlberg (1969) assesses moral 
reasoning through the presentation of up to nine dilem­
mas followed by probe questions to assess children's 
moral structural development. Selman (1976) assesses 
similarly in interpersonal conceptions or children's 
understanding of friendship, while Damon (1977) does 
the same in assessing children's distributive justice 
development. 

All of the above researchers, while carving out dif­
ferent domains of social reasoning, have relied exclu­
sively on dilemmas followed by open-ended questions 
which become idiosyncratic for each child depending on 
his or her answers to the original set of open-ended ques­
tions. Certainly this approach has advantages in the 
pilot phases of research. The open-ended format allows 
the child to "construct" his or her own conceptions of 
the social world rather than forcing the child to react to 
experimenter-created statements. This allows the ex­
perimenter to obtain a complete picture of a stage se­
quence which is missing with forced-choice scales. For 
instance, if the theorist hypothesizes in domain X the 
stage sequence of A,B,C, and D, he or she may never 
discover E with a forced-choice scale that includes items 
for stages A-D only. Or, if the hypothesized sequence is 
A,B,C,D, there may be an A/B transitional stage which 
is missed with the forced-choice procedure. 

While there are advantages, then, to the traditional 
assessment approach in cognitive and social cognitive 
development, there are also some glaring weaknesses if 
the open-ended approach as the only viable test-con­
struction procedure continues beyond the pilot phase. 
The weaknesses are as follows: (a) Since the interview is 
not standardized, each child takes a somewhat different 
"test," which contributes to measurement error. (b) 
Replication in a strict sense is impossible since any two 
studies are likely to have different experimenters with 
different interview styles. (c) Structural scoring is dif-

ficult as Rest (1975) notes since many children's 
responses are difficult to categorize. ( d) Clinical inter­
views are often lengthy, contributing to fatigue effects 
especially in young children. (e) Transcriptions of 
taperecorded interviews, training of interviewers, and 
training of scorers are both time consuming and expen­
sive. (f) Finally, because the open-ended, clinical 
method relies on the child's verbal production, the inter­
view may be confounded by verbal ability. 

Given the formidable problems to be overcome, is it 
possible to build an instrument for assessing children's 
social cognitive development that is more scientifically 
sound than the clinical method? While Rest (1974) has 
successfully done so in the moral domain, his was scaled 
for adolescents and adults. Children create other kinds 
of assessment problems such as attention span, primacy 
and/or recency effects, and reading level which excludes 
the possibility of a paper-and-pencil standardization 
procedure. 

The instrument described below was developed to 
assess 4- to 10- or II-year-old children's distributive 
justice reasoning about the fair allocation of goods in a 
group or society. Damon (1977) has described via the 
clinical method the following stage sequence: 

0-A: The child believes that whoever wants the most 
money or goods should have it. 

0-B: The child bases distributive decisions on exter­
nal characteristics. The oldest one, for exam­
ple, should get more than the others. 

1-A: The child believes everyone should receive the 
same amount regardless of other character­
istics. 

1-B: The child bases distributive decisions on 
behavioral reciprocity. For example, the child 
believes that those who work harder or do 
more than the others should get more. 

2-A: The child bases distributive decisions on 
psychological reciprocity. That is, the child 
believes that those who are most in need 
should receive more than the others. 

2-B: Compromise is the key to distributive deci­
sions. Here, for example, the child thinks the 
neediest and most hard-working children 
should get the most. It means a little less for 
either the needy or hard-working children than 
is the case in a2-A or 1-B decision, but it shows 
greater cognitive complexity in decision 
making. 

This sequence was assessed with a standardized, 
forced-choice procedure described below. 

The Distributive Justice Scale 
The Distributive Justice Scale (DJS) is based on 

Damon's (1977) recommendation of a comprehensive 
assessment strategy in distributive justice. In his inter­
view, Damon suggests that once a child has made a dis­
tributive justice decision, the experimenter should pre-
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sent other alternative decisions to see if the child con­
tinues to hold the original belief when faced with new 
possibilities. Damon, in effect, is presenting a paired­
item test, the pair at any time being the child's current 
distributive justice belief and the interviewer's probe in 
which a different alternative is suggested. Since each 
interview is different, however, not all children get the 
exact same alternatives presented to them, nor in the 
same order. 

For the DJS, pictures like that in Figure I were drawn 
to represent the different stages of distributive justice for 
a given dilemma. Stage 2-B was excluded from the DJS 
since it could not be represented pictorially in such a 
clear-cut way as the other stages which have only one 
child getting the most or all getting the same. Figure I 
refers to the following dilemma patterned after Damon 
(1977): 

These boys and girls all go to the same camp. This 
is Betty, she's the oldest one at the camp; this is 
Jennifer whose family does not have much 
money; this is David who made the most paint­
ings; and this is Matthew. One morning they all 
thought it would be a good idea if they got out 
their paints and painted pictures of what they saw 
around the camp. When they were done, Betty 
made 2 paintings, Jennifer made 2, David made 4 
paintings, and Matthew made 2. After they did 
this, they asked the person who runs the camp if 
he would like some of the paintings. He bought all 
the paintings and gave some nickels to the chil­
dren. The children, then, had to decide how to 
split up the nickels. What is the best way to split up 
the nickels? 

Figure 1 

Figure I represents stage 1-A since all children get the 
same amount despite David (lower left) doing more pic­
tures than all the others. Each picture has a standardized 
statement with a decision and reason for the decision 
read to the child as the picture is presented. For the stage 
l-A example the experimenter says, "In this picture, all 
the children get the same number of nickels so they 
won't fight about who gets more." As another example, 
the stage 0-A picture shows Matthew with five nickels 
and the other children with one each accompanied by 
the statement, "In this picture, Matthew gets the most 
nickels because he wanted those nickels more than any­
thing else in the world." 

Another dilemma is also presented to assure general­
ity beyond one dilemma. The other dilemma has the 
males at the top and a female in the lower left doing the 
most. This reversal of roles was done to control for sub­
jects' possible sex role biases influencing their distribu­
tive justice responses. As can be seen in Figure 1, the 
drawings were done to be as racially non-specific as 
possible. 

For each dilemma, a paired-comparisons format is 
used in which each picture and statement is paired with 
each other picture and statement. For any given pair, the 
experimenter places the two pictures in front of the 
child, says the two statements corresponding to the 
respective pictures, and asks, "Which picture ends the 
story the best?" For each pair, a random selection was 
used to decide which picture was presented first. The 
order of presentation for the 10 pairs was also decided 
via random selection. These random orderings consti­
tute the final orderings for the test rather than selecting a 
new ordering for each child. 

Once the child is shown the 10 pairings for any given 
dilemma, he or she is presehted with 3 pairs repeated 
from the original 10 to check for consistency. These 
repeated pairings are presented in reverse order of the 
original pairings to control for primacy or recency 
effects which may confound the consistency check. For 
instance, if a recency effect were operating with a partic­
ular child with a particular pairing and that same pair 
was again presented, the child would again choose the 
second picture presented, thus appearing to be consis­
tent. If the child fails 4 of 6 repetitions, he or she is 
eliminated from the sample. It should be noted that out 
of 258 children tested in our research programs to date 
with the DJS, only 6 have had to be removed because of 
lack of consistency. Total administration time for both 
dilemmas is approximately 12-15 minutes per child. 

The DJS is scored by selecting the child's preferred 
stage via the picture comparisons for each dilemma. For 
example, if the child chose 1-B over all other stages, the 
child would be assigned that stage for the dilemma. A 
complication arises as in any paired-comparisons test if 
a triangular relationship exists such as 2A > 1-B, lB -:,. 
1-A, IA> 2A. In such a case, the lowest stage in the 
triangle is chosen since the child is, at best, in transition 
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and the only stage on which the child is consolidated is 
probably the lowest of the three. The final score is ob­
tained by first converting the preferred stage of each 
dilemma to a numerical value (e.g., 0-A=0.0, 
0-B ,;, 0.5, I-A = 1.0, and so forth). A mean of the two 
dilemmas represents the total score. Such a score 
assumes that developmental levels are continuous rather 
than discontinuous. For example, a value of I. 75 is in­
terpreted as the child being between 1-B (1.5) and 2-A 
(2.0), showing evidence for both kinds of reasoning (the 
reader is referred to Flavell, I 971 for further discussion 
on the continuous vs. discontinuous controversy). 

Two studies which attempted to validate the DJS are 
described below. A more detailed account of these can 
be found in Enright, Franklin, and Manheim (1979). 

A Cross-Cultural Comparison of Distributive 
Justice Development 

In Study I, 66 middle-class children from the 
midwestern United States participated. There were 22 
children, half male and half female, from first, third, 
and fifth grades. All were given the DJS and the Pea­
body Picture Vocabulary Test to assess the degree to 
which the DJS overlapp~d with verbal ability. The relia­
bility of the two DJS dilenimas via the Spearman-Brown 
formula was adequate, being in the high .60s. There was 
also a strong linear trend found for the DJS, F (I, 63) = 
24.23, p < .DOI. No sex effects were apparent. The 
means were as follows: first grade = .98, third grade = 
1.46, and fifth grade = i .65. The DJS and PPVT cor­
related .25 and even lower when age was partialled out. 
This first study showed age trends that match Damon's 
(1977) norms, and good convergent-discriminant valid­
ity suggesting little confound of verbal ability in the 
DJS. 

For Study 2, 88 children from Kinshasa, Zaire, Africa 
took part. They comprised similar age groups as the 
American sample and all were tested in school. There 
were 29 6-year-olds, 29 18-year-olds, and 30 10-year­
olds. There are both Belgian and African tribal influ­
ences in the sample. The children attend a school owned 
by Belgians but run by native Zairians. At the time of 
testing, the political structure was a dictatorship since 
the Zairian leader had proclaimed himself "President 
for Life." The economic structure was a blend of social­
ism (nationally owned businesses) and capitalism (pri­
vately owned businesses). There is a social class structure 
in Kinshasa and so we chose the middle class for com­
parison purposes with the American sample. The DJS 
was translated into Lingala, the native language of Kin­
shasa. The results replicated Study I. The reliability was 
in the . 70s and there was a strong, upward linear trend, 
F (I, 85)= 15.74,p<.002. The means were as follows: 
6-year-olds = .93; 8-year-olds = 1.36; JO-year-olds 
= 1.57. The replication of findings is remarkable when it 
is l,alized how different were the political/economic 
structures in the two cultures. Also, the experimenters in 

either study were not aware of the results of the other 
study either before or during data collection, thus ruling 
out experimenter bias as a competing hypothesis. 

RESEARCH IMPLICATIONS 
It would have been difficult to do these cross-cultural 

comparative studies without a standardized measure 
such as the DJS. The amount of training needed for an 
open-ended approach would have been too expensive 
and time consuming. For instance, it would be very dif­
ficult for an American, who speaks little Lingala, to 
explain to a Zairian, who speaks some English, how to 
clinically probe when each child's interview is somewhat 
different from all other children's. Structural probing is 
an art that takes work and feedback from others. Thus, 
a Western vs. non-Western study that employs the clin­
ical method is at a disadvantage due to the verbal pro­
duction needed both to explain the test to the exper­
imenter and to give the test to the children. It is interest­
ing to note that in all of the structural, social-cognitive 
domains such as moral development, role-taking, inter­
personal conceptions, and distributive justice, very few 
studies have appeared in the published literature which 
were done in a non-Western or non-industrialized coun­
try. The structuralist method, therefore, may be a hand­
icap to generalization of results. The current studies 
were done to show that a structuralist model need not be 
equated with one and only one methodology. 

Besides the methodological implications for the DJS, 
these studies suggest that distributive justice in these 
samples is parallel for the middle-class Wes tern and non­
Western children. Piagetians are known for their univer­
sality assumption and these studies do not contradict 
that assumption. It may be the case that young children 
regardless of culture go through the hypothesized distri­
butive justice sequence. Such research into the early 
developments should be continued in other cultures as 
well, such as socialist cultures and lower-class cultures in 
capitalist countries, to see if the sequence continues to 
hold. The DJS can help answer these questions because 
of its standardized and easily translatable form. If the 
sequence does hold across cultures through middle 
childhood, the next important question to answer is 
when and how such convergence across cultures begins 
to diverge. We would not expect a continued stage con­
vergence across cultures through adulthood if we can 
infer different distributive justice cognitions in adult­
hood from the radically different political and economic 
structures created across the world. Again, these ques­
tions might only be answered by a standardized, objec­
tive methodology. 
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Group Process and Learning in an 
Interacting Group 
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Research in the classroom has traditionally focused 
on methods of teaching, without analyzing the nature 
and impact of the classroom environment on a student's 
learning. Yet, students do not learn alone, as subjects in 
the laboratory usually do. Some part of the student's 
time is spent interacting with other students; what each 
student learns will be affected by other members of the 
class. The instructional outcome for the individual stu­
dent, then, depends upon the characteristics of the class 
itself and on the student's experience within the class. 

Social science researchers have begun to recognize 
that the context in which students learn will influence 
their motivation and learning (e.g., Coleman, 1966; 
Anderson & Walberg, 1974; Bronfenbrenner, 1976). 
But little research has examined how the context influ­
ences learning. In particular, little attention has been 
given to the effects of interaction with other students in a 
group setting on individual learning. The literature on 
learning in groups includes comparisons of performance 
in individual and group laboratory settings (e.g., 
Amaria, Biran, & Leith, 1%9; Klausmeier, Wiersma, & 
Harris, 1963; Laughlin, McGlynn, Anderson, & Jacob­
son, 1968; Laughlin and Sweeney, 1977), comparisons 
of achievement under lecture and discussion methods 
(e.g., Dubin & Taveggia, 1968), and examination of 
achievement in tutorial situations (e.g., Devin-Sheehan, 
Feldman, & Allen, 1976; Gartner, Kohler, & Riessman, 
1971). Most of this research is inconsistent. The only 
consistent finding is that tutors showed improved 
achievement as a consequence of "teaching" another 
student or group of students. None of these studies 
examined group process in any systematic way to 

explain differences in achievement among learning con­
ditions. 

Webb (1977) systematically examined group process 
to explain the results of a study comparing mathematics 
learning of eleventh-grade students in small groups of 
four to learning individually.' In the group condition, 
students were encouraged to help each other learn. Some 
groups had mixed ability. Each mixed-ability group con­
sisted of one high-ability, one low-ability, and two 
medium-ability students. Compared to learning in 
uniform-ability groups, learning in mixed-ability groups 
was beneficial for high-ability and low-ability students 
but typically was detrimental for medium-abilit; 
students. 

Webb's analysis of group process showed that better 
performance was associated with active verbal participa­
tion in the group. In mixed-ability groups, high-ability 
and low-ability students interacted with each other­
highs helped the lows. Unless medium-ability member; 
aggressively asked for explanations or took part in the 
explaining, they were ignored. 

The finding of the importance of active verbal par­
ticipation is tantalizing. However, the relation of group 
process to individual achievement needs to be examined 
in depth to show how participation was beneficial. This 
paper analyzes in detail the group process in one typical 
mixed-ability group. Group process is related to achieve­
ment in terms of the specific components of the algo­
rithm used to solve the mathematical problem. 

Procedures in the Experiment 
In the group analyzed here, one high-ability student, 

two medium-ability students, and one low-ability stu­
dent were assembled to learn a mathematical task. All 
students were female and were not acquainted before the 
start of the study. The students were members of a pool 
of 181 students who had taken a battery of aptitude and 
achievement tests. A factor analysis using all scores in 
the test battery produced two orthogonal ability factors: 
scholastic ability and nonverbal spatial-analytic ability. 
High, medium, and low ability strata were defined using 
the scores on the two ability factors. 

There were three phases of work on the task. During 
the first phase students worked individually on work 
booklets which contained instruction on component 
concepts and skills of the task. The work booklets con­
sisted of several pages of text followed by exercises for 
the student to do. Students worked alone on the exer­
cises and asked questions of the experimenter whenever 
they were confused. By the end of the time allotted for 
this phase, all students had completed several exercises 
correctly. During this phase they learned the compon­
ents they would need in order to solve the complex prob­
lem in the next phase. 

'See the Annotated Bibliographies section of this issue for an 
abstract of this report. 
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During the second phase students worked together to 
help each other learn how to solve the complex problem. 
Students were instructed to ask questions of teammates 
and to explain how to solve the problem to any group 
member who was confused. Students were told not to 
divide the work, but to work as a four-person group. 
The group practiced solving several problems during this 
phase. For each problem there was a booklet of hints 
consisting of a step-by-step solution. The group used the 
booklets to settle arguments about the definitions of 
terms and to check the accuracy of its solutions to the 
problems. What group members said during group 
work was recorded on an audio recorder. 

During the third phase students returned to their seats 
to take a test on the complex problem they had just 
learned. The test consisted of a complex problem similar 
to the ones they had solved during the second phase. 
One week later they solved another test problem similar 
to the original test problem. On the immediate and 
delayed tests, partial credit was given for each step of the 
problem performed correctly. 

The Mathematical Task 
Students were asked to calculate an algebraic expres­

sion for the nth polygonal number. The nth polygonal 
number is the total number of dots in an array of poly­
gons, in which the outermost polygon has n dots in each 
side. A sketch of the array for the nth triangular number 
is given in Figure 1. In the array the smallest triangle has 
two dots on each side. Each successively larger triangle 
has one more dot on each side. The nth triangular 
number, then, is the total number of dots in an array of 
triangles in which the outermost triangle has n dots on 
each side. The number of dots in the array forms an 
arithmetic series: 1 + 2 + 3 + .... The nth triangular 
number is the sum of the arithmetic series. Solving the 
problem involves describing the array of dots, specifying 
the arithmetic series, determining the nth number in the 
series, and, with that information, calculating the sum 
of the series. The algorithm that students were taught to 
use to find the nth triangular number is given in Table 1. 

,.fl...----..----.f----•., 
, ' 

/ ' 

Figure 1. Army for the nth triangular number. 

TABLE I 
Algorithm for Calculating the nth Triangular Number 

Step I. 

Step II. 

Step Ill. 

Step IV. 

Step V. 

Step VI. 

Draw the array of triangles. 
(1) Draw a triangle. 
(2) Starting at one vertex, draw a line from that vertex 

to an adjacent vertex and continue the line past the 
adjacent vertex for a short distance. 

(3) Starting at the vertex in (2), draw a line from that 
vertex to the other adjacent vertex, and continue the 
line past the adjacent vertex for a short distance. 

(4) Connect the ends of the lines drawn in (2) and (3) 
with a straight line. 

Mark the correct number of dots on each side. 
(I) On the innermost triangle mark a dot at each vertex. 
(2) On the second triangle, add dots such that each side 

has three dots on each side. 

Decompose the array of dots into layers of dots. 
(1) The first layer is the dot on the vertex common to 

both triangles. 
(2) The second layer contains all dots in the innermost 

triangle except the dot in the first layer. 
(3) The third layer contains all dots in the second 

triangle except the dots in the first and second 
layers. 

Calculate the difference d between consecutive layer 
(d~l). 

Calculate the formula for the nth term of the arithmetic 
series whose terms are the layers in III. 
(I) The general formula is a + (n- l)d, where a is 

number of dots in the first layer, and dis the dif­
ference calculated in step IV. No number is 
substituted for n. (The nth term of the series is I + 
(n-1)1 orn.) 

Calculate the formula for the sum oJhthe arithmetic series. 
(I) The general formula is (a + n term) x n 

2 
where a, nlh term, and n are defined in step V. 
(The sum of the series is (1 + n) x n or n.±_!!

2 
.) 

2 2 

During the first phase, students learned how to draw 
the array, how to decompose the array into layers that 
form an arithmetic series, how to calculate the nth term 
of any arithmetic series, and how to calculate the sum of 
any arithmetic series. Students learned these compon­
ents as separate tasks. During the second phase, students 
had to put the components together to find the nth pen­
tagonal number, the nth hexagonal number, and the nth 
octogonal number. On the immediate test students were 
asked to find the nth triangular number; on the delayed 
test they were asked to find the nth square number. 

Group Process Variables 
The original coding system had fourteen categories of 

verbal interaction among group members: proposes 
idea, gives information, explains, criticizes, evaluates 
positively, detects/corrects omission, shows compre­
hension/ insight, requests clarification/ explanation, 
requests fill-in of memory, gives support, requests infor­
mation, proposes strategy, negative interaction, other 
task-related interaction, non-task-related interaction. 
Transcripts of group sessions were coded using the 
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fourteen-category system. The only category that related 
to achievement was "explains." 

The coding system was modified to include general 
categories of group process that seemed to relate to 
achievement. The resulting categories were (I) gives 
explanation, (2) receives explanation, and (3) is ignored. 
"Gives explanation" included describing, elaborating, 
or clarifying something already said or done. Verbaliz­
ing a problem while solving it or repeating the solution 
to a problem without elaborating it or describing how to 
obtain it were not coded as explanations. "Receives 
explanation" was defined as being the target of the 
above behavior. "Is ignored" included all task-related 
questions that were not acknowledged by another group 
member. 

Group Process and Achievement 
Analysis of verbal interaction among members of the 

group shows that the high-ability student (HIGH) and 
one medium-ability student (MEDI) actively explained 
the components of the algorithm. The low-ability stu­
dent (LOW) was usually the target of those explana­
tions. The other medium-ability student (MED2) 
received fewer explanations. Participation was related to 
achievement; HIGH, MEDI, and LOW showed excel­
lent performance and MED2 performed less well. Closer 
examination of interaction reveals that this finding ap­
plies to specific components of the algorithm. 

The first problem in the group phase was to determine 
the nth pentagonal number. HIGH and MEDI assumed 
responsibility for solving the problem. Together they 
worked through the problem until they obtained the cor­
rect solution, while MED2 and LOW looked on. For 
most of this part of the session, HIGH and MEDI 
argued about whether the layers of dots in the array 
included dots in the previous layers (step III of the 
algorithm). HIGH eventually convinced MEDI (cor­
rectly) that the layers did not include dots in previous 
layers. No other errors were made during this episode of 
group work. Although LOW and MED2 asked ques­
tions of HIGH and MEDI (e.g., "What is that you're 
doing?", "How do you get that into the formula?" and 
"Is that the formula?"), HIGH and MEDI rarely 
acknowledged them. An acknowledgement, when it was 
made, was typically a curt, "Yeah." 

Not until HIGH and MEDI obtained the correct 
solution did they offer any explanations to MED2 and 
LOW. As soon as HIGH and MEDI obtained the cor­
rect solution, they turned their attention to LOW. In 
response to LOW's question, "How do you get this [the 
correct answer]?", HIGH and MEDI correctly ex­
plained to her steps IV through VI of the algorithm. An 
excerpt of the protocol of this episode is given in Table 
II. LOW asked questions intermittently to ascertain 
whether she understood the explanations. These ques­
tions revealed incomplete or incorrect understanding of 
the algorithm for solving the problem. HIGH and 
MEDI responded to these questions with extensive 

explanations. HIGH and MEDI continued explaining 
until LOW indicated that she understood how to solve 
the problem. During this episode MED2 was silent, but 
seemed to be attending to the explanations given. At no 
time during work on the first problem did another group 
member ask MED2 whether she understood how to 
solve the problem. 

TABLED 
Excerpt of Protocol of Interaction with WW in Problem #I 

Step V, VI MEDI: 

Step VI HIGH: 

LOW: 

Step V, IV MEDI: 

LOW: 
MEDI: 
LOW: 

Step V HIGH: 

LOW: 

Step V MEDI: 

LOW: 
MEDI: 
LOW: 
MEDI: 
LOW: 
HIGH: 

Step VI MEDI: 

LOW: 

Okay, this is the first number (points). This 
is the last number (points). We ... just 
now found that last number by going a 
plus n minus 1 times d. d is the distance 
between. So the first number plus this 
number times the total number there are 
divided by 2. Okay, so that gives you .... 

If you put it 2n squared minus n, right. 
See, what we need is the first and last 
number .... 
Okay, it's a plus .... 

No, no ... last number's going to be the 
first number you want to have ... times 
the distance (d) between each number: I, 5, 
9 .... 
That's 4, then? 
Right. 
Isn't the last number we're going to have 
n? 

No, the last number isn't n. n is the 
number of sides, and what we're finding 
here is the number in the whole figure 
when we have n dots on a side. 
Okay. 

'Cause, like for 13, 13's gonna be the last 
number you substitute in for. So n is the 
number of different numbers in this series. 
You'd have 13 minus I. 
No, you'd go 4 minus I. 
Oh, right. 
So it's n - I times d, okay. 
This is the last number, then, again. 
Right. 

So you go to this first number, which is 
gonna be a, which is one, plus this thing 
times the number of terms there are divided 
by two. 
Oh, right, Now I've got it. 

For the second problem (the nth hexagonal number), 
as for the first, HIGH and MEDI started to assume 
responsibility for solving it. After completing steps I, II, 
III in the algorithm, however, they turned the problem 
over to LOW: "Wait, do you understand how to do it? 
You write it." LOW made no errors when carrying out 
the steps of the algorithm but made several errors when 
reducing algebraic expressions. During work on the sec­
ond problem, MED2 did offer comments (e.g., "So this 
formula will work for this one") but was not acknowl­
edged. 

Not until the start of the third problem (the nth octa­
gonal number) did the group act upon the instructions 
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that they should help all group members. At this time, 
HIGH and MEDI instructed MED2 to work out the 
solution: "Do you understand it? Why don't you write 
it out this time?" Excerpts of the protocol during this 
episode are given in Table III. Although MED2 made 
errors, HIGH and MEDI exhibited less patience with 
her than during previous episodes with LOW. They 
tended to correct MED2 without offering explanations 
and to solve the problem for MED2 without allowing 
her to solve it. 

TABLE ID 
Excerpts of Protocol of Interaction with MED2 in Problem #3 

Step I 

Step II, III 

Step IV 

Step V 

Step VI 

• 

MEDI: 

MED2: 
MEDI: 
HIGH: 
MEDI: 
MED2: 

MEDI: 

HIGH: 

MEDI: 
MED2: 

MEDI: 
MED2: 
MEDI: 
MED2: 
MEDI: 
LOW: 
MED2: 
MEDI: 

HIGH: 

No, there isn't one right here .... Wait, 
what are you doing? No, that's not it. 
That's not it? 
No it's not. You have to use two sides. 
What you just do is pick your two sides. 
You only used one side. 
Oh, that's what it was. 

Okay, here's your octogon (marks the dots 
in the array). So this is a point. The first 
number is this one (points). So the second 
one is 7 (points), the third one is 13 
(points). 

So the number's six. 

a equals one. 
So, it's one plus n - 1, six times .... 

times n over 2. 
Six n minus 6. 
No, no, you forgot about these two. 
Well, but you have to do those first. 
No, that's wrong. 
Plus 2. 
Oh, it's plus. Well, how could you ... ? 
You put the first two inside of this. Then 
it's 6n squared minus 4n over 2. 
Or 3n squared minus 2n. 

The group's interaction with MED2 in Table III pro­
vides a striking contrast with the group's interaction 
with LOW in Table II. Whereas HIGH and MEDI had 
offered lengthy explanations to LOW, they offered few 
explanations to MED2 and usually cut her off during 
her calculations and questions. At least one group 
member presumed that lengthy explanations to MED2 
were unnecessary because MED2 understood how to 
solve the problem: "Go ahead and do it. I'm sure she 
[MED2] understands it." Yet MED2 gave little evidence 
during group work that she understood how to solve the 
problem. Group members may have interpreted her 
infrequency of questions to mean that she understood 
the material. The group was more sensitive to questions 
than to other verbal behavior. Nearly all of the explana­
tions were given in response to questions asked; a few 
were given in response to errors made. No other verbal 
behavior elicited explanations. 

On the immediate test HIGH and MEDI made no 
errors. LOW made no errors when carrying out the 
algorithm, but made an error when simplifying an alge-
braic expression. Apparently, LOW did not thoroughly 
understand how to perform operations on algebraic 
symbols (e.g., 2n- n was simplified to 2); other group 
members had not addressed those difficulties in the 
group phase. MED2 made the same mistake on this test 
that she made in the final episode in group work. She 
substituted multiplication for addition in the formulas in 
steps V and VI of the algorithm. In group work MED2 
had asked a question about the appropriate operation 
(at the asterisk in Table III), but her question was not 
acknowledged. 

On the delayed test neither MED2 nor LOW could 
solve any part of the problem. MEDI made no errors. 
HIGH made the error that MEDI had made during 
group interaction related to decomposing the array into 
layers of dots; she included in the layers all dots in the 
previous layers. 

TABLE IV 
Frequency of Categories of Group Process and Errors on Test 

Imrnediale Delayed 
Group Work test test 

Step in Gives """"' " M- Make, 
Algorithm Explanation Explanation Ignored E- Eno, 

HIGH 

I I 0 0 0 0 
II I 0 0 0 0 
III I 0 0 0 I 
IV 2 0 0 0 0 
V I 0 0 0 0 
VI 2 0 0 0 0 

MEDI 

I I 0 0 0 0 
II 1 0 0 0 0 
III I I 0 0 0 
IV I 0 0 0 0 
V 3 0 0 0 0 
VI 5 0 0 0 0 

MED2 

I 0 2 0 0 -• 
II 0 2 0 0 
III 0 2 2 0 
IV 0 0 0 0 
V 0 0 3 1 
VI 0 I 2 I 

LOW 

I 0 0 0 0 
-· II 0 0 0 0 

III 0 0 1 0 
IV 0 3 I 0 
V 0 4 2 0 
VI 0 6 I ob 

aMED2 and LOW submitted blank sheets for the delayed test. 

hLOW made and algebraic error, not an error in applying the 
algorithm. 
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Frequency of categories of interaction during group 
work and frequency of errors on the tests are summar­
ized in Table IV for each student by step in the algo­
rithm. Only the molar categories of group process 
shown to relate to achievement are included. 

Analysis of the frequencies of observed behavior in 
Table IV reveals strong relationships between the con­
tent of group process and performance on the imme­
diate test. HIGH and MEDI explained all six steps in the 
algorithm and made no mistakes on the test. (Demon­
strations of step II were counted as explanations. Rather 
than describing the arrangements of dots in the array, 
which would have been awkward, students in all groups 
in the original study demonstrated the arrangements.) 
LOW received detailed explanations of steps IV, V, and 
VI in the algorithm and subsequently performed these 
steps correctly on the test. Most of the explanations that 
MED2 received were related to steps I, II, and III and 
she made no errors on these steps on the test. She received 
no explanations, however, on step V, and only a sketchy 
explanation of step VI, and made errors on both steps 
on the test. Moreover, the group ignored most of her 
questions about steps V and VI. The insufficient explan­
ations, the fact that she was not given a chance to com­
plete calculations, and the fact that the group did not 
acknowledge her difficulties seemed to have contributed 
to MED2's errors on steps V and VI on the test. 

Delayed test performance was weakly related to 
events in group work. The lengthy explanations that 
LOW received aided her in immediate understanding 
but not in delayed recall. The sketchy explanations that 
MED2 received were inadequate for immediate per­
formance and useless for delayed performance. HIGH's 
argument with MED I about step III during group work 
interfered with her own delayed recall; she remembered 
the faulty arguments posed by MEDI rather than her 
own correct arguments. 

It should be noted that difficulties during training, 
where all students worked individually, did not seem to 
relate to group interaction nor to test performance. 
LOW had trouble with step II during training (marking 
the correct number of dots on the array) but did not 
solicit explanations related to this difficulty, nor did she 
make errors on this step on the immediate test. MED2 
misplaced the parentheses in step VI (the formula for the 
sum of the series) during training but did not ask for nor 
receive explanations about parentheses during group 
work, nor did she make this error on the immediate test. 
HIGH and MEDI made no errors during training. 

The general roles that these students played in group 
interaction can be described simply: HIGH and MEDI 
were active explainers, LOW was an active solictor of 
explanations, and MED2 was not an active explainer 
nor an active solicitor of explanations. Role was in part 
related to a student's ability level. Although MEDI and 
MED2 had similar ability compared to the ability of the 
other group members, MEDI had somewhat higher 

ability than MED2. Thus, the two members of the group 
with highest ability explained and the low-ability 
member solicited (and received) explanations. The other 
medium-ability member was, by and large, ignored. 

The preceding analysis of group process and achieve­
ment suggests that the roles of explaining and soliciting 
explanations overrode the expected effects of ability. 
Because HI OH had higher ability than MEDI, one 
would expect HIGH to perform better than MEDI. This 
was not the case. On the immediate test HIGH and 
MEDI obtained perfect scores but on the delayed test 
MEDI outperformed HIGH. (One might argue that 
their equal scores on the immediate test may be due to a 
ceiling effect of the test; on a more difficult test, HIGH 
may have outperformed MEDI. Their performance on 
the delayed test, however, makes this counterhypothesis 
less tenable.) Although LOW had considerably lower 
ability than MED2, she outperformed MED2 on the 
immediate test. 

IMPLICATIONS FOR FURTHER RESEARCH 
To understand how the roles of explaining and receiv­

ing explanations influence learning, it is important to 
know the cognitive psychological mechanisms involved. 
Wittrock's (1974) model of learning as a generative 
process, in which "effective instruction causes the 
learner to generate a relationship between new informa­
tion and previous experience" (p. 182), suggests a 
hypothesis. Explaining and receiving explanations may 
help learners understand new concepts and relate them 
to concepts already understood. Students discuss con­
cepts in their own terms and, consequently, may under­
stand each other's explanations better than explanations 
from books or even teachers. Receiving explanations 
from one's peer may help the learner to generate a 
description or definition of a relation in terms that he or 
she can understand. Giving explanations in familiar 
language may help the learner to solidify a definition in 
memory. The hypothesis predicts that the probability of 
making an error concerning a concept or relation on the 
test is negatively related to the incidence of explaining 
and receiving explanations concerning that concept or 
relation in group work. That the data from the group 
analyzed here is consistent with the predictions suggests 
that the hypothesis is plausible. However, the function 
that relates the probability of making errors to explain­
ing and receiving explanations must be described more 
precisely and tested empirically. 

The analysis here of group process in one interacting 
group is suggestive, but further analysis is needed to bet­
ter relate interaction among group members to cognitive 
processes and achievement. Examination of processes 
and outcomes in other groups of heterogeneous ability 
and in groups of homogeneous ability may reveal other 
aspects of participation that relate to achievement. 
Longitudinal studies of small groups are needed to 
determine how students' roles in group process change 
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